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Abstract  
In this paper, we consider the problem of prohibited objects detection on X-Ray images obtained 
by personal inspection scanners. Such scanners are often used on objects that require increased 
security control. The available data has a number of problems, which are described and addressed 
in the text. In this paper we consider only self-supervised anomaly detection algorithms. We are 
using several architectures of autoencoders and comparing them with the state-of-the-art algorithm 
Patch SVDD, which could be designed and trained on our data from scratch. Unlike supervised 
learning algorithms, which are often used for such problems, these models do not require a large 
amount of labeled data for training. 
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1. Introduction 

This work considers the problem of anomaly detection on X-Ray images obtained by personal 
inspection scanners. Personal inspection scanners (PIS) are often used on objects that require increased 
security control. They allow for a quick X-Ray image of a person, on which the PIS operator can see 
all objects on the person's body and visually confirm or deny the presence of any prohibited items. The 
process has a number of disadvantages associated with the human factor: quality analysis of the image 
requires significant time and attention, which leads to quick operator fatigue and can negatively affect 
the quality of image analysis. This process can be significantly automated, making it cheaper for the 
organization and more comfortable for the human operator. Deep neural networks were used to solve 
this problem. According to paperswithcode.com [1] the main state-of-the-art unsupervised approaches 
on MVTEC AD dataset [2] are Patch SVDD [3] and PatchCore [4]. We could not use the PatchCore 
since this model uses pre-trained ResNet [5] on ImageNet dataset [6], so we could not train it on our 
data. In this paper we consider only self-supervised anomaly detection algorithms. We are using several 
architectures of autoencoders [7] with SSIM (structural similarity index measure) [8, 9] loss function 
and comparing them with the state-of-the-art algorithm Patch SVDD, which could be designed and 
trained on our data from scratch. Unlike supervised learning algorithms, such models do not require a 
large amount of labeled data for training. 

2. Formulation of the Problem 

It is required to create an automated solution for the detection of prohibited objects on images 
obtained by personal inspection scanners. There are four datasets provided as input, obtained by 
different personal inspection scanners. Figure 1 shows an example of the original image and its 
corresponding mask.  

Commonly these problems are solved by using supervised algorithms, where the model needs a huge 
amount of labeled data for training. Labeling thousands of images can require a financial expense and 
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labeling is also a long and exhausting process. Moreover, supervised methods require a lot of samples 
with exact anomalies, in our case, for example, guns, but there are not so many samples with such 
anomalies [10]. So this is the reason why this work considers only unsupervised and self-supervised 
algorithms for anomaly detection. These algorithms do not require labeled data, while learning they try 
to identify data features on their own. The main trick is to train them on a dataset that contains only 
normal data that doesn't contain anomalies. In case of the considered problem these models would be 
trained to identify only human body features and while testing pictures with anomalies would be 
abnormal for the model. 

 
Figure 1: Example of the original image and the corresponding mask 

3. Methods 

3.1. AE with SSIM loss 

The first considered method is an autoencoder. This model has been first introduced in [6] as a neural 
network that is trained to reconstruct its input.  On figure 2 there is an architecture of an AE:  

The network is trained to minimize the reconstruction error between the input and the output, which 
means that it learns to capture the essential features of the input data while discarding the noise and 
irrelevant details. In this implementation SSIM loss was used:  

 
(1)  

where: 
●  - the pixel sample mean of , 
●  -  the pixel sample mean of , 
●  - the variance of , 
●  - the variance of , 
●  -  the cross-correlation of  and , 
● ,  - two variables to stabilize the division with weak denominator: 

○  -  the dynamic range of the pixel-values (typically this is ), 
○  = 0.01,  = 0.03 by default.  

https://www.codecogs.com/eqnedit.php?latex=%5Cmu_%7Bx%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5Cmu_%7By%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5Csigma%5E2_%7Bx%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5Csigma%5E2_%7By%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5Csigma_%7Bxy%7D#0
https://www.codecogs.com/eqnedit.php?latex=c_%7B1%7D%20%3D%20(k_%7B1%7DL)%5E2#0
https://www.codecogs.com/eqnedit.php?latex=L#0
https://www.codecogs.com/eqnedit.php?latex=k_%7B1%7D#0
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Figure 2: AE architecture 

The model was trained exclusively on data without anomalies. During testing of the trained model, 
it is fed with images that contain anomalies. The idea is that the algorithm, trained to reconstruct images 
without anomalies (i.e., only the human body), will not be able to reconstruct the anomalies and, thus, 
an image similar to the input but without anomalies will be obtained. Then, an anomaly map can be 
obtained by subtracting the processed image from the original image. The results of the model's work 
can be seen in figures 3 and 4. It can be noticed that the model effectively highlights anomalies located 
outside the human body and even detects some anomalies on the body itself. However, a large number 
of anomalies were not detected, and there are also a significant number of false positives (evident in the 
algorithm highlighting parts of the floor or parts of the human body). This occurs because the data is 
too diverse: people are in different poses, and the images were taken with different scanners, causing 
variations in floor height across some images. The autoencoder processes the image quite quickly 
(around 3-4 seconds per image), but the results are far from ideal, as a significant number of anomalies 
were not detected. We will use the SSIM loss function later on.  

 
Figure 3: Result of the AE with SSIM loss. The image on the left hand side is the input image, the 

image in the middle is the corresponding mask (ground truth), and on the right hand side is the 
anomaly map obtained through the model 
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Figure 4: Result of the AE with SSIM loss. The image on the left hand side is the input image, the 

image in the middle is the corresponding mask (ground truth), and on the right hand side is the 
anomaly map obtained through the model 

3.2.  Patch VAE 
The second considered method is a variational autoencoder [11] (figure 5). The difference between 

AE and VAE is that in VAEs the latent space is modeled as a Gaussian distribution with a mean and 
standard deviation. During training the network is optimized to learn the mean and standard deviation 
of this distribution which helps reconstruct images better in terms of color intensity. Furthermore, we 
will use small images (patches) in this approach since we assume that neural networks perform better 
on small images [3, 4, 12, 13]. 

 
Figure 5: VAE architecture 

A new dataset of patches was prepared and we trained the model on this data (figure 6). While testing 
we transfer the image to the neural network, it crops the image into patches, processes them individually 
and then recreates the image from patches. After that we calculate the difference between the original 
image and our neural networks output and obtain an anomaly map. 

 
Figure 6: Example of the patches 
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As can be seen in figure 7 and figure 8, the result of the algorithm is significantly better than AE 
results. This algorithm finds more anomalies, but there is still a problem with anomaly detection on the 
body. Anomaly maps were obtained in the same way as with AE, i.e. the reconstruction by the model 
was subtracted from the similar image. It is worth mentioning that the use of the approach of dividing 
the original image into patches significantly reduced the number of false positive detections compared 
to the standard autoencoder. The processing time for one image does not actually differ from the 
autoencoder and is 3.5 seconds. 

 
Figure 7: Result of the Patch VAE. The image on the left hand side is the input image, the image in 
the middle is the corresponding mask (ground truth), and on the right hand side is the anomaly map 

obtained through the model 

 
Figure 8: Result of the Patch VAE. The image on the left hand side is the input image, the image in 
the middle is the corresponding mask (ground truth), and on the right hand side is the anomaly map 

obtained through the model 

3.3.  Patch SVDD 

The model was presented in the article Patch SVDD: Patch-level SVDD for Anomaly Detection and 
Segmentation [3] and was trained on MVTEC AD dataset [2].  

Patch SVDD (Support Vector Data Description) is a deep learning model that combines the concept 
of patch decomposition and the SVDD algorithm for anomaly detection. The SVDD algorithm is a one-
class classification algorithm that aims to learn a tight boundary around a set of normal data, and it is 
commonly used for anomaly detection. 
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Patch SVDD works by first decomposing the input data into a set of overlapping patches of fixed 
size. Each patch is then passed through a patch encoder, which maps the patch to a lower-dimensional 
latent space representation. The patch encoders are trained using a reconstruction loss, which 
encourages the network to learn a compressed and informative representation of the input patches. 

The compressed patch representations are then used to train a support vector data description 
(SVDD) model [14]. The SVDD model learns a tight hypersphere boundary around the normal data in 
the latent space, and the objective is to minimize the distance between the center of the hypersphere 
and the normal data points while maximizing the distance between the center and any potential anomaly 
data points. 

During testing, the input data is decomposed into patches and passed through the patch encoder to 
obtain the latent space representations. The latent space representations are then passed through the 
SVDD model, and the distance between the data point and the center of the hypersphere is calculated. 
If the distance is larger than a predefined threshold, the data point is flagged as an anomaly. On figure 9 
Patch SVDD architecture is shown: 

 
Figure 9: Patch SVDD Architecture. The image was taken from the original paper [3] 

This model was reimplemented for our dataset, the results are more than satisfying (figure 10, figure 
11), but the processing time of one picture is longer than testing time of other models (about 12s). Also, 
training time of this model is significantly higher than training time of AE and Patch VAE (table 1). 

 
Figure 10: Patch SVDD result. The image on the left hand side is the input image, the image in the 

middle is the corresponding mask (ground truth), and on the right hand side is the anomaly map 
obtained through the model 
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Figure 11: Patch SVDD result. The image on the left hand side is the input image, the image in the 

middle is the corresponding mask (ground truth), and on the right hand side is the anomaly map 
obtained through the model 

4. Results and Conclusion 

Table 1 shows that the Patch SVDD algorithm is better in terms of solving the problem of anomaly 
detection in comparison with other algorithms. However, the time for its training and processing of one 
image is significantly higher than competitors. The tests were carried out on 50 images from the test 
samples, where an anomaly map was compared with ground truth. The IoU (Intersection over union) 
metric is calculated by dividing the overlap between the predicted and ground truth annotation by the 
union of these: 

 
(2) 

Table 1: Comparison of AE with SSIM (structure similarity) loss, Patch VAE and Patch SVDD 

 AE SSIM Patch VAE Patch SVDD 

Training time, 100 epochs 1h 1h 45m 9h 23m 

One image processing time, sec 4s 5s 15s 

SSIM 0.69 0.76 0.94 

IoU  0.71 0.74 0.92 
 

We have demonstrated that unsupervised and self-supervised models could handle the task of 
anomaly detection even on such complex data like human body X-Rays. The key is to pick up the 
correct architecture, number of layers and correctly preprocess data. It may take a time, but such models 
are much more lightweight in terms of hardware consumption, and also such models do not require 
labeled data for training, unlike supervised learning algorithms. 
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