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Abstract  
Two variants of constructs of planar test objects, which can be used to evaluate the internal and 
external parameters of video cameras operating as part of an enhanced vision system consisting of 
several video cameras in the visible and infrared wavelength ranges, are considered: with stationary 
electric heater and with portable electric heater like dock station. The design of both planar test 
objects consists of the light planar aluminum plate, squares from dark vinyl film, electric heating 
element and thermostat. The design of the device for performing automated camera calibration is 
presented. It is shown that the evaluation of the homography matrix based on the results of the 
performed preliminary calibration makes it possible to superimpose visible and long wave infrared 
images with an absolute error of the order of units of pixels. 
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1. Introduction 

Enhanced vision is a technology that incorporates information from different optic sensors to provide 
vision in limited visibility environments. Aircraft enhanced vision systems (EVS) for increased pilot 
visibility and flight safety allow to perform different flight operations in darkness, smoke, haze, rain, 
fog, and other low visibility conditions [1]. In the general case, EVS can contain cameras of the visible 
and various infrared (IR) ranges – near IR (NIR), short wave IR (SWIR), mid-wave IR (MWIR), and 
long wave IR (LWIR) – for providing a good situational awareness in different visibility conditions. 
The use of these ranges is caused by the presence of atmospheric transparency windows with a radiation 
transmittance of more than 0.5 [2]. As each of these optical ranges has both advantages and 
disadvantages, it is effective to fuse information from different sensors in low visibility conditions. The 
result of pixel-level fusion [3] is an image, which, as a rule, carries more information than images from 
each of the vision channels separately [4]. However, before performing the procedure of pixel-level 
fusion of multispectral images from different sensors, it is necessary to first perform their geometric 
alignment (superimposition). 

2. Related work 

There are several popular strategies for estimating the parameters of the projective transformation, 
leading (under certain conditions) to the accuracy of superimposition of multispectral images no worse 
than units of pixels. Brown and Susstrunk [5] use the classical SIFT method [6] for images of visible 
and NIR ranges. Visilter at al. [7] apply for this purpose the methods of diffuse morphology and diffuse 
correlation. Efimov, Novikov, and Sablina [8] perform a search for descriptors along the contours. If it 
is required to superimpose images of distant objects, then the pixel coordinates of pairs of 
correspondences can be determined even in manual mode [9-12]. In the general case, there are several 
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quadruples of pairs of correspondences, that provide optimal (in the sense of the minimum mean 
squared error) geometric alignment [11]. 

Taking into account that under poor visibility conditions images in one or even several EVS 
technical vision channels may in principle not contain informative objects (see, for example, 
Bondarenko [13] – frames of visible and LWIR channels in dense drizzle), the authors believe that at a 
priori uncertainty about the shooting conditions, the most robust approach to superimposition is based 
on the preliminary photogrammetric calibration of the EVS cameras [14]. For simultaneous calibration 
of all EVS cameras, a universal test object (UTO) is needed, which ensures the forming of a high-
contrast image by cameras of all spectral ranges. UTO assumes the presence of a heater and structural 
elements that provide thermal contrast [15-21]. Such elements of UTO can be: 

• plates, made of optical glass [15], which does not transmit IR radiation; 
• masks (glass, ceramic) placed in front of the heating element that does not transmit IR radiation 
[16]; 
• coatings of film or printing ink of dark color that provide better radiation of IR waves [17-19]; 
• Peltier semiconductor elements [20]; 
• halogen lamps [21]. 
In this paper, we will consider two options for the implementation of UTO, as well as the design of 

a device for automated calibration. 

3. Examples of planar universal test objects for camera calibration 
3.1. The chessboard-like planar universal test object 

The design of a planar UTO of this type is considered in detail in [14]. It consists of the light 
aluminum plate 1, electric heating element 2, squares from vinyl dark film 3, the thermostat 4,and 
stiffening ribs 5 (are mounted on reverse side) for good flatness (Figure 1). 
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Figure 1: The design of planar UTO 
 
Cells, covered with a dark film, on a frame from a thermal camera (MWIR, LWIR) form images 

with high brightness; not closed –with low brightness. Therefore, in order to the UTO images on the 
frames from the thermal cameras to coincide with the frames of the cameras fixing reflected light 
(visible, NIR, and SWIR), the frame from the thermal camera must be inverted before calibration. 
Figure 2 demonstrates that this type of UTO makes it possible to form visible, SWIR and LWIR frames 
with high contrast for subsequent use in the calibration procedure according to Zhang’s method [22]. 

The disadvantage of this calibration UTO is the placement of the electric heating element directly 
on the plate with a "chessboard" pattern. A limited length of the cable that feeds the electric heater, 
leads to a limited range of movement of the test object during calibration. 
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Figure 2: Images of planar UTO: a – visible, b – LWIR, c – SWIR 

3.2. The Chessboard-like planar universal test object with heating dock station 

In UTO of this type (see Figure 3) the heating element is not connected to the aluminum board. In 
this case, to ensure uniform heating of the movable part of the test object, it is advisable to use a planar 
IR electric heater with a length and width not less than the length and width of the movable part. The 
design of a planar UTO of this type consists of the light aluminum plate 1, squares from vinyl dark 
film 2, and the thermostat 4 too, and electric IR dock station like heating element 3. 
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Figure 3: The design of planar UTO with IR heating dock station 
 
For an aluminum plate with a size of 500×500×6 mm, the time interval from the moment of warming 

up to the operating temperature until the moment the thermal contrast drops below the threshold value 
of 0.2 is 5-6 minutes. Figure 4 shows images of a heated aluminum plate obtained using a measuring 
thermal camera Testo 875 after a five-minute warm-up. Wireless UTO provides greater freedom of 
movement. 
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Figure 4: Images of the removable part of UTO: 
a – distance from thermal camera to UTO is 0.6 m (UTO lies on dock station), 
b – distance from thermal camera to UTO is 9.5 m 
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4. Design of device for automated EVS cameras calibration 

The design of the proposed device for automated calibration is shown in Figure 5. It consists of a 
base 1 (for example, a honeycomb optical plate), on which motorized mechanisms are rigidly fixed to 
ensure the movement of the camera (or module with several EVS cameras) 2 along three linear (depth, 
horizontal, and vertical) and three angular (yaw, elevation, and roll) coordinates – linear motorized 
translators (MT) 3, 4 and 5 and motorized rotation stages (MRS) 6, 7 and 8 respectively. Camera 2 is 
attached to the MRS using a special bracket 9. On opposite sides of base 1, a universal test object 10 
and at least one light source 11 are placed. To protect the user's eyes from the radiation of the light 
source 11, an opaque screen 12 is fixed on the base 1 (for clarity, only its left and rear walls are shown 
in Figure 5 and the front and right walls, as well as the cover, are not shown). To automate the change 
of shooting angles, issuing commands for capturing a frame and saving frames with images of the UTO, 
a power supply and control module 13 is used. Commands and supply voltages from it are transmitted 
to camera 2, MTs 3-5 and MRSs 6-8 via cables 14, 15-17 and 18-20, respectively. Cable 21 is optional 
– for powering the electric heater, if UTO 10 is not wireless. 
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Figure 5: The design of device for automated cameras calibration: back view 
 
The device for automated cameras calibration is used as follows. To calibrate multispectral EVS 

cameras using MTs 3-5 MRSs 6-8, on commands from the power supply and control device 13, the 
angular and spatial position of the calibrated cameras is changed so that the UTO 10 is observed from 
different angles, and its image is completely into the frames of cameras and at the same time amounted 
to at least 50% of the frame area.  

By changing the shooting angles in such a way that the images of UTO are located both in the central 
part of the camera frames and along the edges, a series of frames taken from different angles are saved. 
At each shooting angle (the recommended number of angles is at least 15), pixel coordinates of UTO 
reference points are automatically allocated in each frame, which is then used in the calibration 
algorithm, for example, according to [22]. 

An example of the device design is shown in Figure 6. 
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Figure 6: The part of device for automated cameras calibration:  
Standa [23] opto-mechanical products are used. 

 
The evaluation of the homography matrix based on the results of preliminary photogrammetric 

calibration is determined by the expression [24]: 
Нij = Ki[Rij – tijnT/d]Kj

-1, (1) 
where Ki and Kj are intrinsic matrices, i ≠ j, i, j = 1..Ncam, Rij and tij are rotation matrix and translation 
vector of j-th camera coordinate system relative to i-th camera coordinate system respectively, d is the 
length of the perpendicular to the shooting plane with the normal n relative to the coordinate system of 
the reference camera (number i in this case), Ncam is a number of EVS cameras. In d >> ||tij||, then (1) is 
converted to the form [2]: 

Нij ≈ KiRijKj
-1. (2) 

The homography matrix determines the relationship between homogeneous pixel coordinates of 
objects on camera frames: 

xi = Hijxj. (3) 

5. Results and Discussion 

We have performed an experiment to superimpose images from two cameras with different fields of 
view (FoV): the visible range and LWIR (Figure 7). For the wireless UTO (Figure 3), we received 15 
images, according to which we estimated the matrices of the internal and external parameters of these 
cameras [22]: 
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and estimated radial distortion coefficients: 
dvis = [0.223, 0.075]T, dLWIR = [−0.007, −2.897]T. 

Since the LWIR image had a larger FOV, it was chosen as the base one. For both images, a radial 
distortion compensation procedure was performed [24]. The image of the visible range after performing 
a projective transformation with the matrix H, calculated according to (2), is superimposed on the base 
image using alpha blending with a parameter α = 0.5. 

As can be seen from the fusion result (Figure 7, c), the superimposition according to (2) with the 
results of pre-calibration in the far zone (the distance to buildings on Figure 7 is greater than 300 m) 
provides an error of no more than 2-3 pixels (see, for example, images of window openings and a 
billboard in the lower right frame corner). 
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Figure 7: Results of superimposition: a – visible, b – LWIR, c – fusion result 

6. Conclusion 

The considered designs of universal test objects make it possible to successfully calibrate cameras 
of different spectral ranges: visible, NIR, SWIR, MWIR, and LWIR. Based on the results of such a 
calibration, an superimposition error of the order of units of pixels is provided. 
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