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Preface
Dear Participant,

We would like to welcome you at GraphiCon'2013, a leading international conference on computer
graphics, computer vision, image and video processing in Russia. The 23rd event is hosted by Institute of
Automatics and Control Processes Far Eastern Branch RAS and Far Eastern Federal University on
September 16-20, 2013. Preparation for a conference was carried out in co-operation with Graphics and
Media Lab, Faculty of computational mathematics and cybernetics, Lomonosov Moscow State University
and Keldysh Institute of Applied Mathematics RAS.

This year we have an intense two-day program consisting of keynote presentations and scientific papers,
carefully selected by International Program Committee for oral and poster presentations, and a special
poster section of young scientist school.

The International Program Committee was formed of 70 members representing 13 countries from all over
the world. Being top experts in the respective areas, all of them have done a tremendous job reviewing on
average 3 papers out of 81 submitted. We express thanks to the committee members, who served at a
considerable personal sacrifice and with impressive collective wisdom. The final decision was based on at
least two reviews of each manuscript and ended up with 33 works selected for oral presentation and 13
papers for poster session. Also 22 papers will be presented as posters at young scientist school.
Keynote presentations are made by Prof. Lei Xu (Chinese University of Hong Kong, China) and Prof.
Stanislav Klimenko (Institute of Computing for Physics and Technology, Russia).

Keeping traditions, this year GraphiCon has not only scientific, but also extensive educational program
consisting of 2 full-day tutorials and workshops for both undergraduate and PhD students, researchers and
engineers of various companies that are interested in computer graphics topics. We would like to thank
lecturers for their willingness to share state-of-the-art knowledge in the respective fields.

We would like to thank our sponsors - Russian Foundation for Basic Research and Russian Academy of
Sciences, volunteers organized by School of Natural Sciences, Far Eastern Federal University, and
everyone who made this event happen.

Valery Bobkov, on behalf of GraphiCon’2013 Organizing Committee
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A5 Problem Solving Formulations for Object Detection, Discriminant
Analysis, and Integrative Hypothesis Testing

Lei Xu

Dept. of Computer Science and Engineering, Chinese Univ. of Hong Kong
xulei@phy.cuhk.edu.hk

Abstract

We show that the A5 problem solving formulation provides a
unified perspective for implementing not only object
detection on images but also discriminant analysis and
hypothesis testing on sample populations as widely
encountered in bioinformatics and medical informatics. Under
this formulation, two effective methods for object detection,
namely randomized Hough transform (RHT) and multisets
mixture learning (MML), are systematically elaborated and
further extended by combining strengths of each.

Moreover, this formulation is also proposed as a general
formulation of integrative hypothesis test (IHT) that not only
improves hypothesis test with RHT mechanisms to enhance
testing reliability but also integrates two types of hypothesis
test (namely A-test versus I-test). Furthermore, this A5
formulation is generalized for three levels of integrative
discriminant analysis that performs classification of samples
into populations, learning parametric structures for modeling
the populations, and hypothesis testing on whether the
populations are significantly different, as well as identifying
significant features that contribute to this distinction.
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AKTyanbHble UHPOPMALIMOHHBbIE TEXHOSTOMUMN:
BU3yanusauus uHcpopmauumm, BUpTyanbHOe OKpYXeHue, Heoreorpacdus,
ocsizaeMble U300paxeHus

C.B. Kimnmenko
MockoBCKHH (PU3NKO-TEXHUIECKHI HHCTUTYT (TOCYJapCTBEHHBIH YHHBEPCHUTET);
WneruryT dusuko-rexanaeckoit napopmaruku (IIporBnHO)

AHHOTauun

TlocTostHHO pacTymas CIOKHOCTh (HU3NYECKUX SIBICHUH,
M3y4aeMBIX B HAy4YHBIX W HWHKCHEPHBIX JUCHHUIUIMHAX,
TpebyeT pa3pabOTKH HOBBIX ITOJXOJOB M MOIIHOW TEXHUKH
s o0paboTKM M aHanu3a CJIO0XKHBIX JaHHBIX. HayuHas
Busyanusanus - Scientific Visualization - passusaer metoms
U CpeiacTBa TOHMMAaHHSA pellaeMbIX IpoOneM 3a Cuér
HpPUBJIEYCHU CIOCOOHOCTH YENIOBEKa BHUJECTh M INOHHMATh
n3obpaxkeHns. B HacTosimiee BpeMsi HaydHas BH3yajH3allys
CUHMTAETCs] BIIOJIHE 3aBEPILIEHHOW HAYYHOW AMCUUIUIMHOW M
HanOonee  IEpPCIEKTUBHBIMU  SBIAIOTCS — HANpaBJICHHS
BU3yanu3alud HWHOOPMAIWK W BU3yaJbHAs aHAJIHTHKA.
IIpennasHaueHnne  cucTeM  BHUPTYalbHOTO  OKPYXXCHHS
3aKII0YaeTcss B TOM, 4YTOOBI O0ECHEYHTH OTAENBHBIX
M0JIb30BaTeNe, WA  TPYINIbl  Y4EHBIX, HHXKEHEPOB,
IU3aiiHEPOB BHUPTYalbHBIM pPAabOYMM IIPOCTPAHCTBOM, B
KOTOPOM OHHM MOTYT HaOII0JaTh, HCCIECIOBATh U CO31aBaTh B
peansHOM BpeMeHH HeoOXOUMble UM BHPTYaJbHBIC JaHHBIC,
MOJIENH U CLCHBL

Knrwuesvie cnosa: mayunas —euzyamuzayus, — cucmemvl
BUZVATU3AYUU U BUPMYATILHO20 OKPYHCEHUS, GU3YATU3AYUs
ungopmayuu, neoceocpadusi, ocsazaemvie U300PaANCeHUs

1. BBEAEHME

«Busyanuzayuss - smo cnoco6, nossorsurowuil 00-
HOBDEMEHHO — COBEPUICHCMBOBANb  KOHYEHMPAYUIO
CO3HAMUS U PA3BUBATIL 6 YET0BEKE COYYACTNUE)

(A.H.Paiikos. JlenecTok omopsI)

Tlo MHeHHIO OAHOTO W3 BBLAIONIWXCS YYCHBIX B O0JACTH
MHPOPMAIIMOHHBIX TexHoJoruil - ®penepuka bpykca - B
HACTOSIIEe BPEMSI CHCTEMBI BH3YalIHM3allMd W BHPTYAILHOTO
okpyxerust (BO) nepemecTwinch U3 HaydHBIX J1abOpaTopUit
B cepy NMPaKkTHYECKUX HPHIOKEHHUH, Ilie e€ UCIOIb3YIOT B
CBOEH IOBCEIHEBHOH paboTe WHXKEHEPHl, YYCHbIE, MEIUKH,
BOCHHBIE - HE 0053aTENbHO CIELHMAINCTH 10 MAIIWHHOW
rpaduke.

Tekymuii MOMEHT XapaKTepu3yeTcsl KaTacTpO()UIECKIM
poctoM HH(OpPMAIIMK, KOTOPOE HEOOXO0AUMO 00pabaThiBaTh
JUISL TIOJUIEp)KaHMsl TIporpecca B Pa3BUTHU COBPEMEHHOM
muBmn3anun. OOBEM JAHHBIX pacTeT OBICTpee, UYeM
MPOU3BOAUTENFHOCTE ~ KOMIBIOTEPOB,  KOTOpas,  CICIys
3akoHy Mypa, yABamBaeTcsi Kaxjsle monTopa roxa. Ho Benp
JTaHHbIE, IIOMIMO MOPOKACHHS KOMITBIOTEPaMH, N3BJICKAIOTCS
HETIOCPEICTBEHHO W3 CaMOW TPHPOJABl C  TOMOIIBIO
BCEBO3MOJKHBIX JIETEKTOPOB ¥ CEHCOPOB, OBICTpOIEiCTBHE
KOTOPBIX TaKKe CJIEyeT IKCIOHEHIIMAIBHOMY POCTY.

Baxneiimeld Bexoll Ha MyTH MPEONOJICHUS «KpHU3HCca
JTaHHBIX» cTal oT4eT HanmonansHOTO HayuHoro ¢onma CIIA
«Busyanusayuss 6 Hayunvix  gviuucienusxy  (1987~e.),
MOJYEPKHYBIIUN BaKHOCTh HMHTEPAKTHBHON BU3yalU3al[MU
OOJNBIIMX MACCHBOB JAaHHBIX H OOpaTHBIINIA BHUMAaHHE
HAayqHOW OOLIECTBEHHOCTH Ha 3HAaMEHHTHI adopuzm
XemMmuHra: «lLlenvio @viyucnenull AANOMCA He uYucid, a
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NOHUMAHUe  (NOCMudiCeHue, — NPOHUKHOBEHUE 68  CYHib,
unmyuyus, insight)». B pesymbrare ObuU10 cHOPMHPOBAHO
HOBOE HaydHOe HampaBineHne «HaydHas Bu3yamuzamus»,
pa3sBHBAIONIEe METOABI U CPEICTBA NOHUMAHUs DPEIIAEMBIX
npobiieM 3a CdYeT TPHUBJIEYEHHs K aHalu3y [aHHbBIX
CMOCOGHOCTH YeNOBEKa BUICTh M TIOHUMATH H300paKeHHUS.

CoBpeMeHHBIE  BBIYHCIUTENBHBIE  CHCTEMBI  ITO3BOJISTIOT
MOZENUPOBATh CJIOXKHBIE SBICHHS IIPHPOABI W  peIaTh
3aJa4d,  HEJOCTYyNHBIE  NPSIMOH  JKCIIEPUMEHTANbHOI
nposepke. CynepkomIbioTepsl (Hambojiee MOIIHBIE Ha
TEKYLIUH MOMEHT MAIMHBI) U KJIACTEPHbIC BBIYUCIUTEIIbHBIC
CHCTEeMBl ~ MO3BOJIIIOT ~ JIOCTATOYHO IOJHO U TOYHO
MOJICJIMPOBATh PA3JIMYHBIC IK30THYECKHE SKCIICPUMEHTHI M
IKCTPEMaIbHbIC CHUTYaLHH, POXICHHBIC GorarbM
BooOpaxkeHHeM  uccienosaresied.  OnHAaKo,  OrpOMHBIC
O00BEMBI  NaHHBIX, IIOJMy4aeMble IPH  MOJEIHPOBAHIU
CJIOXKHBIX SIBJICHHH, HEBO3MOXKHO NpPOAaHAIN3UPOBATh, HE
npuberast K MpeIBapUTEIIbHOMY HCCIIEIOBAHHIO C ITOMOIIBIO
AKTUBHOTO B3aMMOJICHCTBHS 4YEJIOBEKA C KOMIIBIOTEPOM, B
OCHOBE  KOTOpPOTO  JIGKUT  CHHTE3  KOMIIBIOTEPOM
rpaduuecKkoro M300pakeHHs W €ro aHalu3 YeJIOBEKOM,
KOTOPBIil OIMpaeTcsi Ha CBOKO MOIHYIO CIIOCOOHOCTb BHIETH
Y IOHUMATh BU3YaJIbHbIC H300PaKCHUS.

2. HAYYHASA BU3YAINIU3ALINA

Hayunast Bu3yanmmsamust Kak AUCIUIUIMHA c(OPMHpPOBANIACh
ToNpKO B KoHIE 90-X mpomwioro crosetus. Emé B 1993 r.
O®pen Bpykc B cBOEM KITIOUEBOM JIOKJIA/Ie HA KOH(EPEHINH
Bmsyanmmzanusa'93 oTrmedan, 4To HaydHas BU3yalHM3allisl emié
He SIBISIeTCS JUCLMIUIMHOH, XOTS YK€ 3apoKIaercs Kak
TaKOBasl.

Hayunas BU3yaITH3aIHS Kak MePCIICKTUBHAS u
pa3BHBAOMIAsiC AWUCIUIUIMHA UYETKO O0O0O3HAYMIA 3TaIbl,
neMoHcTpupytone  e€  poct.  [losBunuch  HOBBIE,
omnpenenéHHble TpeOOBAaHNSIMI PEANbHBIX 3a]ad, alTOPUTMEL,
KoTopble 3(P(PEKTUBHO pPabOTAIOT C JAHHBIMH Pa3IHYHOTO
paspereHus. PaspaboTanbt METO/IbI 00BEMHOMN
BU3yalM3alllK, IpeJHAa3HAUYCHHBIE Ui PEKOHCTPYKIHMH U
OTPHCOBKH OOBEKTOB IO AaHHBIM O0OBEMHOTO MOCIACOBOTO
CKaHHUPOBAaHMS C IOMOINBIO MEIUIMHCKUX JETEKTOPOB.
Beictpo  mporpeccupyiomas BU3yalHM3alMs IIOTOKOB B
BBIYHCIUTENIFHOM  a’dpo-  THUApOIWHAMHKe  obecredmia
peleHre akTyaldbHBIX 3aJad B HCCIENOBAaHHHM KOCMOCA H
a3pP0-KOCMHYECKON IPOMBIIIUICHHOCTH. Oco0eHHO
BIICUATIIAIOIINE PE3YIbTAThI ObLIM JOCTUTHYTHI 10 00paboTKe
U300paXEHNH M PEKOHCTPYKLUUH OOBEKTOB B Pa3IMUYHBIX
00J1acTAX JUCTAaHIIMOHHOIO 30HJMPOBAHUS IUIAHET M APYIHX
KOCMHYECKUX 00BEKTOB.

B Hacrosmee Bpems HayyHas BM3yalM3alllds CUMTAETCS
BIIOJIHE 3aBEPLICHHOW HAy4YHOW NUCLMIUIMHOW M HamOosee
HEePCIEeKTUBHBIMU  SIBJIAIOTCSl HAIPABIEHHUS BHU3YyaJlU3aluu
uHbOpMalMK W BHU3yajbHas aHAJIWTHKAa. BOT modemy Ha
npencrosimeit  koHpepenumn Vis2013  (13-18  oxTsbps,
Arianta, CLIA) npHOpUTETH PAacCTaBICHBI B TIOPSIKE:
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Visual Analytics Science and Technology, IEEE Information
Visualization, and IEEE Scientific Visualization.

Busyaymzauus — uHQOpMauMM, IO  HIee,  3apOAHIACH
JOCTATOYHO JABHO, HO TEXHOJOTHYECKYIO MOANEPIKKY OHa
HOJAyYWIa HAa MHOTOYHMCICHHBIX BOPKIIONAX, KOTOPBIE
perymsipHo mpoBoamnuchk Ha KoHpepeHumsix IEEE_CS
Visualization.

es of the French Army in the Russian Campaign 1812-1813, by Charles Joseph Minard

Puc. 1. Busyanusanus notepb apMun Hanoneona B BoiiHe
1812-1813 rr. (image courtesy by Charles Minard, 1869).

Cnenyer otmeruth, uto CrmoBo BU3YAJIMU3ALUA -
MPOM3BOJHOE CYLICCTBUTEIBRHOE OT riiarona - Vvisualize - to
form a mental image; picture in the mind (Webster's
Dictionary).

WsBectHblid mpodeccop ncuxodbuonornu Kamugop-auiickoro
TexHoJorudeckoro wuHcTuTyTa (B Ilacamune) Pomxep
Creppu n0Ka3aji, 4TO 1Ba YENOBEYECKUX IOIYLIApUs MO3ra
OTBETCTBEHHBI 32 00pabOTKy pasNHMYHON HHPOPMAIIIH:

JIEBOE - BepOanbHasi, Jorudeckas,
TIPABOE - BusyanbHasi, HHTYUTUBHAS.

B 1981 romy Pomxepy Cmeppm ObDIa mpHCYXICHA
HoOGeneBckast mpemMuss 1o (GU3HONIOTHH «3a OTKPBITHS,
Kacaromuecs (YHKIIHOHAJIBHOW CIIEIMaIH3alliH TTOTyIapuit
TOJIOBHOT'O MO3Tay.

IIpumepno 100 ner Ha3zajg aMepuUKaHCKHUE MCCIEAOBATEIN
OOHApYKMJIM:  CTEPEOCKONMYECKOe HPEICTABICHHE IIpU
00y4EeHNN YCHIIMBAE€T IPOCTPAHCTBEHHOE BOOOpPAKEHHE H
TOHNMaHNEe TPEXMEPHBIX OOBEKTOB M CIEH U MOXET
CTUMYJIIPOBAaTh IPOSIBIECHHE y INKOJIBHHKOB M CTYISHTOB
unmyuyuu (insight), KOTopas CIy)XHUT OCHOBOH «IOTaIOK»
NpU pelIeHHH 3agad M KOTopas PeIKo BO3HHMKAeT IIpH
TPaANIMOHHBIX METOAaX O0yIeHHS.

Puc. 2. Tononornueckuii 300napk B BUPTyaIbHOM
OKpYKCHUU.

OcobenHo  s¢d¢exTnBHO  paboTaer  Bu3yanM3alus B
MaTeMaTHKe, TOYHee, B TeoMeTpuH H Tomojoruu. Ceou
HepBbIe PabOTHl MBI ITOCBSITIIIN HATIISITHOMY TIPEICTaBICHHIO
IBYX MoJenell NPOSKTUBHOW IDIOCKOCTH B TPEXMEPHOM
HPOCTPAHCTBE, TJe IOKa3aHa HenpepbiBHAsA aedopmMaiiio
MEXIy HUMH, HCIOJb3ysl TEXHUKY MOP(UHIa, U IPOBOIUTCS
AQHUMaLUsl PELICHUST M3BECTHOM TONOJOTMYECKOH MpOOIeMBbl
0 CKJICMBAaHUM KpaéB AWCKAa M JIEHTHI Mé&buyca, KoTopas,
roops cioBamu J[k.@pancuca, Obuia BopoTamMm B
TOTIOJIOTHIO JUIS psijia TIOKOJICHUH cTyAeHToB [1].

Puc.3. Cucremsl Busyanusanuu 1 BO B 06pazoBanuu:
BUPTYaJIbHBIN MIIaHETapUi

3. OT BU3YANIU3ALIMN K BO

B npomecce pa3sBuUTHA BH3YAIM3allMd KAaK ~ HAYYHOM
MUCHUIUTAHBI W TCXHOJIOTHM aHalk3a JaHHBIX  OBLIO
OCO3HAHO, YTO YEJIOBEK JIy4llle BCEro IIOHUMAET U MPOHHUKAET
B CYThb HCCICAYEeMOTO SIBICHHS, KOTJAa OH MOXET
«IOTPY3UTHCSI B MHP HCCJIEAYeMOTO SIBICHHS», TO €CTh B
MOPOCTPAHCTBO MOJIENM, H KOTAA €ro  «no2pydiceHuey
YCUITUBAETCS BO3MOKHOCTBIO HETOCPEICTBEHHO
MaHUITyIMPOBATh JAHHBIMH B IIPOCTPAHCTBE Momend. Tak
chopmupoBasiack TexHojorus BO, ompenensemas Kak
«MHTEepaKkTHBHas Tpaduka B peaJbHOM BpEMEHH C
TPEXMEPHBIMHU MOJICIISIMH, KoTJa KOMOHHHUPYETCS
CIeIMaTU3POBaHHAS TEXHOJIOTHS 0TOOpaXKCHUS,
MOTPYXKAMOMIasi TOJB30BATENl B MHP MOJICIH, C MHPSMBIM
MaHHUIYJIUPOBAHHEM OOBEKTAMH B MPOCTPAHCTBE MOJCII.

Crnenylomieid BaXHOM BeXOH B OCO3HAHWU  BAKHOCTH
pa3BHUTHSI CHCTEM aHajiu3a OOJBIIMX MAacCHBOB IaHHBIX,
Bu3yanuzauud M BO sgBHIIOCH cTpaTermyeckoe pelieHue
anvuauctpanuu Ilpesunenta KimHTOHa 0 mpekpameHun
HCHBITaHUH siiepHOro opyxus. Ilo stomy pemenuto ot 25
ceHTsIOpss 1995 1. Munncrepctsy osHepretukn CIIA,
OTBETCTBEHHOMY 3a pPa3pabOTKy M HPOU3BOACTBO SIEPHOTO
OpYXUs, MpPEeINHUCHIBATIOCH pa3paboTath cucTeMy
KOMITIBIOTEPHOTO MOJIETTMPOBAHUS MOJTHOMACIITAOHBIX
HCTBITAHUA M 10 Mepe TOTOBHOCTH TaKOM CHCTEMBI
MIOJTHOCTBIO OTKAa3aThCid OT SANCPHBIX HCIBITAaHUH. 3a 3TUM
peLIeHHeM Nocie0Bal 3ayck MHUHUCTEPCTBOM 3HEPIeTUKU
WHAIMATUBEL, TonyunBineid HasBanue ASCI - Accelerated
Strategic Computing Initiative. Bakmoe wmecTo B 3TOH
nporpaMMme OTBEIEHO Hay4yHOI Bu3yanusauuu u BO.

Co3znanue aeiicTByromux cucreM BO paccmaTpuBaeTcst Kak
KOMILJIEKCHas Tpo0JIeMa, MOITAIHOE PElIeHHe KOTOpoii Oyaer
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OKa3bIBaTh CaMOE€ CEpbe3HOC BO3JCiiCTBHE HA HAayKy,
MPOMBIIUICHHOCTh, 00pa3oBaHue U coluanbHyio coepy. Ilo
CBOCH CIIO)KHOCTH M JOJTOCPOYHBIM IIOCIACACTBHSAM OHa
COIIOCTaBHMa C SIICPHOI U KOCMHYECKOI TpoOIeMaMH.

ITo omenke mpocdeccopa Bpykca B HacTosiee BpeMs B MHpPE
JeHCcTByeT OoJiee THICSYH MOJTHOMACIITa0HBIX yCTaHOBOK BO,
KOTOpPbIE peajbHO IMPHUHOCAT OLIYTHUMYIO MOJb3Y B CBOUX
obOmactax mpuMeHeHus. Hambomee cepbe3Hble pPe3yNbTaThI
MOJy4€HBl HAa aBUAIIMOHHBIX U aBTOMOOMIBHBIX TPEHAXKEPaX,
B CHCT€MaX IIOJTOTOBKM OKHIaXeH TOProBBIX CYIOB U
BOCHHBIX  KopaOieidl, B  3amadaX  NPOCKTHPOBAHUS
aBTOMOOWJICH, TMPH TPEHUPOBKAX KOCMOHABTOB paboTe B
YCIIOBHSIX HEBECOMOCTH, IIPH HCCIIENOBAaHUAX W pa3paboTke
HAaHOTCXHOJIOTHI, TIPU JICYCHUU apTe(akToB y BETCPAHOB
BOITHBI BO BreTHame u jp.

IlepBast wupes BHUPTyaldbHOM pPEANBHOCTH MPUHAAJIEKUT
OCHOBaTeNlto KoMIbloTepHOU rpadukn VBany CazepieHzmy
[2], xoropeiit B 1965 romy Ha OmHOW W3 CBOMX JICKIHWi
roBopui: - «He mymaiite 06 3TOM, Kak 00 3KpaHe MOHHTODA,
IymaiiTe 00 3TOM Kak 00 OKHe, OKHe, 4epe3 KOTOpPOoe KaKIbli
MOJKET 3arfiiHyTh B BHPTYalbHBIA MHUp. OCHOBHOH 3amaucit
KOMITBIOTEPHOH TpaduKu SBISETCS CO3JaHUE BHPTYalbHOTO
MHpa, peanbHO BBITTIAISIIETO, PealbHO 3BYYaIllero, MUpa, B
KOTOpPOM MEpeMelIeHHss M peakIud Ha BO3JCHCTBHA
HNPOUCXOAAT B pEalbHOM BPEMEHH, MHpa, KOTOPBIH
omymaercs peaibHbIM.» Ota wuues CasepiueHna Tornga
HEeCOBITOYHOH MEYTOH, HO IPOILIo0 HeMHOTUM Oonee 20 et n
3ayMaHHBI BUPTYaJIbHBI MUp OBUT peain3oBaH, Grarogapst
(haHTaCTHYECKUM JTOCTHKEHHSIM KOMIBIOTEPHOH TpadyKH.

BusyansHoe mnorpyxenue nocturaercs 3a C4€T CO3JaHUS
cTepeo-3¢ddexTa HaOMIOIACMON HMCKYCCTBEHHOW CIICHBI H
BU3YyaJIbHBIM JKPAaHUPOBAaHHEM DPEabHOW Cpeibl, B KOTOPOH
HaxoAUTCsl Toyib30BaTenb. /[l  1o0OaBIeHUs 3BYKOBOTO
BIEYATIICHUS] OOBITHO UCTIONB3YETCSI CHHTE3UPOBAHHBIN 3BYK,
CHHXPOHU3UPOBAHHBIN ¢ Buaeo-uHpopmarmeii. Eme Gonpme
YCHIIMBAET BIEYATICHUE OT MOTPYKEHHS B SIKOOBI peanbHBIH
MHp TaKTHIbHAs HMHPOpMALus, co3/laBaeMas NaTINKaMH H
YCTPOHCTBaMH CHIJIOBO 0OpaTHOW CBSI3H, UMHTHPYIOIIMH
CONPOTHBJIEHHE CpeAbl MM IPEIMETOB, C KOTOPBIMH
B3aUMOJICHCTBYET MoJb30BaTeNb. ClelyeT OTMETUThb, YTO
noiy4yeHnue «peamicrtudeckoin»y BO Tpebyer koomeparun
MHOT'HX HCCIIE0BATENbCKIX u MPOMBIIUTEHHBIX
nmaboparopuii. Hampumep, TonydeHHe — pealnCTHYHOMN
TEKCTYpbl MHOTHX IPHPOAHBIX MaTepHaioB (Mexb, Mpamop,
TPAaHNT W T.OI.) HE MOAJAETCA MOJEIMPOBAHUIO - IS
TeHepauu  STHX  TEKCTyp  HIPHUXOAUTCS  U3MEpATH
OTpakaTelbHbIE  XapaKTepUCTHKH  TaKUX  MaTepHalloB
JKCIIEpUMEHTAIBHBIMI MeToJaM¥ (u3ndeckoi onthku [3].
Hememnuit OsIcTphIid pocT TexHonornn BO 6bu1 obecnieueH
HAayYyHbIMH,  KOMMEpPUYECKUMH UM  pa3BJeKaTelIbHBIMU
NPUMEHEHUSAMU.

B Hacrosiiee BpeMs B MHpE CYIIECTBYeT Ooyee ThICI4U
KPYNHOMACIITaOHBIX ycTaHOBOK BO, KOTOpbIE HCHIONB3YIOTCS
B CaMbIX pa3IMYHBIX OONACTAX HAYKHM W TEXHUKH JUIS
pelieHus 3a/1a4 Kak GyHAaMEHTaJIbHBIX HAYYHBIX JTUCIHUILUINH
(acTpoHOMMSI, MaTeMaTHKa, (pU3NKa, XUMHUS), TaK U B y3KO
CIIEIMAN3NPOBAaHHBIX MIPUKJIATHBIX HAaIpaBJICHHAX:
a3pOTUAPOIVHAMUKA (BH3yalH3alus AWHAMHKA TEUYEHHS
MIOTOKOB), OKEaHOJNOTHUS W  reopusuka  (MHKEHEpPHs
3eMJIeTpACEHHH), MeTauiooO0paboTka (aBTO- ¥ aBHa-
UHAYCTPHUS), CONPOTUBICHHE MaTepHalloB (MOJEIMPOBaHUE
YOPYrux OOBEKTOB), aHAJIM3 CTOJKHOBEHUH U pa3pylLIeHUH
(MonenupoBaHue aBapuii U katacTpod), OMOMEIMIIMHCKAs
HIKeHepHs (IPOTe3UPOBaHUE U JUATHOCTHKA), U .
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OCHOBHBIM TpeOOBaHHEM, IIPEIBSIBIIEMEIM K IPOTPAMMHOMY
00ECICYCHHUIO TAKHX CUCTEM SBIIIETCS BBICOKAs CKOPOCTb
rpadudeckoii 00pabOTKH, HWHTEPAKTHBHAS BU3yaTH3aLHs
CIIOXKHBIX ClIeH, 3()QEKTHBHAS CHHXPOHH3ALUS MapajlIeIbHO
WCIIOJIHSAEMBIX —IIPOIECCOB. Cuctembl a1 pa3pabOTKH
npuioxkenuii B8 BO [4-7] o6ecreunBaoT paspaboTynka
BEICOKOYPOBHEBEIM ~ MHTepdeiicoM 1  mpencraBiIeHHs
CJIOXHBIX T€OMETPHIECKHX Mojieliel B BHIe rpada CIeHbl U
00paboTku 3Toro rpada. Pa3paboTumk OCBOOOXKIEH OT
PYTUHHBIX OIlEpaluil B3aUMOJEHCTBHS C HU3KOYPOBHEBOM
rpadMKol ¥ CHCTEMHBIMHM IPOTPaMMHBIMH HHTepdelicamu u
MOXET CKOHIICHTPHPOBAThCS Ha pa3paboTke COOCTBEHHO
MPUIOKEHHSI.

CoBpemeHHble ycTaHOBKM Barco [16]

Puc. 4. [lanopamHas cucrema BUPTYalbHOTO
npoektupoBanus Schell Ha 6a3e ycranoBku Barco.

T

Puc. 5. Pabora ¢ BUpTyanbHBIM TPOTOTHIIOM H3/IENHUS Ha
MO3au4HOM CHCTEME BBICOKOTO pasperieHust Barco
MegaWall.

4. OMbIT CEPbE3HbIX UCCIIEAOBAHUN

Busyanusauusa niagyuyuposaHHoro BO.

B nocnenaue roasl Bce 6onee BOCTPEOOBAHHBIMU CTAHOBSTCS
BO3MOXHOCTH cructeM BO, nmo3Bossiomue BOCIpOM3BOIUTE B
BUPTYaJIbHOIT cpesie 00BEKTHI (MX CTPYKTYPY, BUJ, TIOBEICHIE
U B3aUMO/IEiiCTBHE), KOTOPBIC B PEKHME PEATHHOIO BPEMEHU
MOT'YT KOITUPOBATh MOBEICHUE CBOMX PEATbHBIX MPOTOTHUIIOB,
HaxOAsIKUXCs U GYHKIMOHUPYIOIINX B peajbHOM cpene. DTu
BO3MOYKHOCTH MOXKHO KPaTKO OXapaKTepH30BaTh MeTadopoii
«BUJICTh HEBUAMMOE», - TOYHEE, MOJNyYUTh H300paKCHHE
00BEeKTOB HAOIIIOJCHHs O3 UCIIONB30BAHHS CPEACTB MPSIMOTO
ONTUYECKOTO HAOIIOACHHS.
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Puc.6. Buptyanbnas ciiena: MKC ¢ mpHCTBIKOBaHHBIM K
Hell Space Shuttle («ATaHTHC») M KOCMHYECKIMHI
kopabisimu («Coro3» u «IIporpeccy).

B nepBoﬁ NOJIOBUHE MNPOHUIOro BEKa TaKasd BO3MOKHOCTH
IosiBUJIaCh, 6naroz[apﬂ OTKPBITUIO TCJICBUJACHUS, HpI/I‘{éM caM
TCPMUH «meieBUACHUC) KaK pa3 U OTpa)Ka€T BO3MOXKXHOCTb
«BHUJCHUA HA PACCTOSIHUN).

Hmes cxomerBo ¢ cucteMoil TeieBuacHus, cuctema BO, B
KOTOpOit BOCHPOU3BOAATCS peanbHbIe cOoOBITHS,
MPOUCXOMAAIINE C PEATbHBIMH OOBEKTaMH, IPEOCTABIISIET
ropazgo Ooiee MOIIHBIE BO3MOXKHOCTH IIO CPaBHEHHUIO C
TENIeBU3HOHHBIMU CHCTEeMaMH, Hpex/ie BCETO
3aKIIOYAIOIIHeCs B INPUHOUNHAIBHOM  OTCYTCTBHUH
OTrpaHMYCHHH Ha CBOOONY TIEpEIBIDKCHUS HaOII0qaTens
BHYTPH BHUPTYQJIBHOTO NpocTpaHcTBa. Takwme cuctembl BO
UMEIOT SIPKO BBIP)KCHHBIE (DYHKIIMOHAIIBHBIE OCOOCHHOCTH -
peanbHbIe  OOBEKTHl  (PAKTUUECKH  YNPABISIOT  CBOUMH
«BUPTYaJIbHBIMH JBOWHHKaMMW». B padorax B.O.AdanacreBa
C KojuleraMH Oblila peajn30BaHa TEXHOJOTHS, B KOTOPOH

MOBEJICHUEC  BUPTYAIbHBIX  OOBEKTOB  HHIYIHPYETCS
MOBEJCHUEM pEaJbHBIX 00BEKTOB. [l03TOMY CO3MaHHYIO
BU3YallbHYI0  Cpexy HazBamu  VIHAYHHPOBAHHBIM

Bupryansusiv Okpyxernem (MBO) [8].

Puc.7. BupryasibHas ClieHa: MOMEHTBI CTBIKOBKH MOJTYJIS
OT'B npu nomorm Manunyistopa  Canada Arm" k
CTBIKOBOYHOMY Y31y Kopabist Space Shuttle

BupTyanbHble CLEHBl B pasHBIX pPaKypcax II0Ka3bIBaIOT
Haubouee OTBETCTBEHHBIC MOMEHTBI HEKOTOPBIX
opOutansHEIX  omepanumil. Crexyer 3amMeTHTh, 4YTO B
peanbHOCTH YBHUIETh Pa3BUTHE COOBITMH B TOM BHJE, Kak
MOKa3aHO Ha PHUCYHKaxX, ObUIO Obl HEBO3MOXKHO, TaK KaK B
KOCMOCE HEBO3MOXKHO OBbLITO ObI HY)KHBIM 00pa3oM (M B TAKOM
KOJINYECTBE) Pa3MECTUTD TeICKaMephl.

Basa nccneposaHuii Kacbeapeol.

[IporpamMmHoO-anmapaTHoii 6a30if MPOEKTOB, CBSI3aHHBIX C
BocnpustTueM 3D mpocTpaHCTBa, CIYXXMT CO3IaHHBI Ha

Kadenpe npeficTByrommii mpOTOTHII KOMIUIEKCA «TpeHaXep-
CHUMYJATOp -  CHCTEMAa  BHU3YallbHOTO  TOTPYXXEHHs
TPEHHPYIOLIErocsl B BUPTYalbHYIO CIIEHY TPacChl» Ha OCHOBE
aKTUBHOHM IIaT)OpPMbI TpeHaKepa-CUMYJIATOPA U CUCTEMBI

Puc.8. Nnteprep Jlaboparopun nHGOPMAIMOHHBIX
TEXHOJIOTUH B CIOPTE.

BosmoxxHOCTH BHU3YyaJI3alluH c TOYKH 3peHust

UCIIOJB30BaHUS B HAyYHBIX HCCIIEIOBAaHMAX BBIILUIM 32

OOBIYHBIE PaMKH CO3/IaHMSI BU3YaIbHBIX 00pPa30B Pa3IMYHBIX

¢usmyeckux sBieHnit. B paborax B.Jl.Anemmna ¢
KoJuleTaMH  pa3pa0OTaHbl ~ METOABl W aJITOPUTMBI
BU3YyaIM3allMM  IJI  pEUIeHHs  33jad  MOHUTOPHHIa

kocmuueckux ammapatoB (KA). AxkryanmpHOCTH 3amaun
MOHHTOpDHHTa  BO3pacTaeéT B CBS3M C  aAKTUBHBIM
HCTIOIB30BAHIEM KOCMHYECKOTO MPOCTPAHCTBA B PA3THIHBIX
MPUKIIAHBIX LeJsix (cucteMsl r106a1bHOTO
MO3ULIUOHUPOBAHMSI, KOCMHYECKHE  TEJICKOMMYHHKALUH,
HCCIIEZIOBAaHUE PECYPCOB, DKOJIOTHUECKHI KOHTPOIb M T.H.).
HenocpencTBeHHBIM  CIIOCOOOM ~ MOHUTOPHMHIA  SIBIISETCS
0TOOpaXCHHE COOTBETCTBYIOLIMX ABAPUHHBIX CHTYAallUi,
HEPETHCTPHPYEMBIX C OMOIIBIO MPSMBIX BUICOHAOIIOICHUH,
a TeHepUpPYeMBIX Ha ocHOBe uaeonoruu MBO 1mo kocBeHHBIM
n3Mepenusm [10].

Jlns OLEHKM CJIOXKHOCTH peIIaeMblX 3aad HeoOXOAMMO
cpaBHUTH pucyHKH 9 1 10.

Puc.9. Peansnapie nzobpaxenus KA UARS.

Puc.10. Peansusre n3o6pakenust KA UARS.
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5. HOBbIE NEPCMEKTUBHbLIE HAMPABIJIE-
HUA

Mooaepkka NpUHATUSA peLLeHUN.

IIpennaraercs peanmuzosars IITK cutyanmoHHOTO HEHTpa U
cucreMbl knacca 41 - HHterpupoBanHas VHTepakTHBHAasA
MurennexryanbHas HHudopmanmoHHO-aHATUTHYIECKas
cucrema (MAC41), B OCHOBY KOTOPOIl TOJI0’KE€HAa HHTETPALIUs
METOJIOB U TIOAXOJIOB CHUTYAI[IOHHOH OCBEOMJICHHOCTH,
Heoreorpadun, BO, cepbesnsix urp, I'pun, cemaHTHIecKoi
Tayrunsr, HHTEIJUIEKTYaIbHBIX MH(OPMAIIMOHHBIX
TEXHOJIOTUH M XpaHWIUIL AaHHbBIX [11].

HNAC4i obecnieunBaeT pa3BHTBIE BO3MOXHOCTH aHaJH3a
JUHAMHUKH pa3BUTHSA CHUTyaIuu Ha OCHOBE
TEONPOCTPAaHCTBEHHOW M  PEIEeBAaHTHOM CEeMaHTHUECKOM
uH(pOpMAIMK, MOCTABIIEMON pacHpeNleNIeHHBIMH  CeTSIMH
CCHCOPOB U  BblUUCIHAeMBbIX KapT puckoB. IITK-BO
obecrieunBaeT <«IOTpyKeHHe» aHamutukoB u JI[IP B
00CTaHOBKY CHTyallMM W HWHTYHUTUBHBIH HHTepdeiic st
Joctynma K uH(popManuu. VIHTepaKTHBHBIE BO3MOXKHOCTH
HNAC4i obecnieunBaroT BBI30B 000 HHGDOpMAIUU A
JF000r0 00BEKTA M «TOUKU Ha KapTey.

ObecneyeHne CI/ITyaLI,VIOHH0l7I ocBeOoMJ1eH-HOCTW.

MNAC4i umeer 2 «oxHa» (1) cUTyanOHHBINA LEHTP Ha OCHOBE
cucremsl BO ma JIIIP u skcnepros; (2) MHTEpHET-IOpTaN
Ju1st obecriedeHus MyOIMYHON 0CBEJOMICHHOCTH TPaXKIaH.

IIpennaraeMelii MHTErpallMOHHBIA TOAXON oOOecIeunBaeT
penieHune aKTyaJIbHBIX 3amad, CBSI3aHHBIX c
COBEPIICHCTBOBAHHEM METOAOB HPHUHATHS YIPABICHUECKUX
peleHni B TeKyIiel )Kku3Hu U B caydasx YC Ha OCHOBE pUCK-
HHPOPMHUPOBAHHOTO TIOAXOAa, OOJErdeHHeM JOCTyma K
OompmM 00BEMaM CMEXHOH HMH(OpManH, BO3MOKHOCTBIO
HCCIIeI0OBaHNsI MHOYKECTBEHHBIX aJIbTepPHATHBHBIX CLICHAPUEB,
BOBJICYEHHEM OOJBIIEro 4YMCIa YYaCTHHKOB B MpOIECcC

OPUHATHA ~ PELICHUH, obecrieueHreM 3¢ (GeKTUBHOU
komMmyHukaruu  Mexnay CKIL, HaceneHueM, oTpsaamu
OTIEpaTUBHOTO pearnpoBaHus H/UIH aBapHitHO-

criacaTeIbHBIMH (POPMHUPOBAHUSIMHU.

SIpKUM PUMEPOM CHTYAllMOHHOTO IeHTpa sBisiercst Decision
Theater (Tearp NpUHATHS penIeHWi), YHUBEPCUTET IITATa

Apwusona (http://dt.asu.edu/).

Puc.11. Iemonctpanms Bo3moxkHOcTel Decision Theater.

Heoreorpadwus.

PaGotel HMHcTHTyTa 1O BH3yanbHOH aHaNMTHKE OBUIH
nHunupoBanbl E.H.EpeMueHKo, pyKOBOAWTENEM TIpyMIIbI
«Heoreorpadus». Heozeocpaghuss - HOBOE TMOKOJICHHE
CPEICTB M METOMOB pPabOThl C TIeONpPOCTPAHCTBEHHOM
nHpopMaIeil - OCHOBaHA Ha OYEHb MPOCTHIX IPHHIIWIAX,
B3fB 3a OCHOBY IIEPBHYHYI0 HHGOPMALHUIO: - HCIONb-
30BaHHEM Teorpa@uyecKuX CHCTEeM KOOpAWHAT, a He

Russia, Vladivostok, September 16-20, 2013

KapTorpaMueckux; - TPUMEHEHHEM pacTpoOBOTO, a He
BEKTOPHOTO MpPEACTaBICHUs reorpaduyueckoii nHpopMauy B
KauecTBE HCXOAHOTO; -- HCIIOJIb30BAHHUEM  OTKPBITBHIX
THIIEPTEKCTOBBIX (HOPMATOB MPEICTABICHHUS I'€0JaHHBIX [12].

Bcnomorarensuan

nudpopmaunn
Hioopatere 06 obuanre
o6naunocTn

BhicokoTounan
rnoGansuan
monens

Nokanwusauns
06bexTos MM
jcobuiuii/ npoueccos

3D u 4D-Mogenn
COBbITHIA M.
npoueccas.

FeonpusnsanHuie

" Kpyrosmie
nanopamst

MecTHOCTH
BLICOKOTO

paspewenns coopymenni

Puc.12. BusyansHas aHanuTuka ¢ reouHrepreiicom (I'pymmna
«Heoreorpadus», [IpoTBHHO).
Heozceoepagus Ha nene mokasaia JeHCTBEHHOCTh OJJHOTO U3
MPUHIUIIOB aBTOMATH3aLUI (KOMITbTEpHU3aLNH)
YeJI0BEYECKOM JeSITeIbHOCTH, chOpMyIUpPOBaHHBII
B.M.I'mymikoBeIM, O HEOOXOOMUMOCTH HpeoOpa3zoBaHUL
TEeXHOJIOTHM  3TOH  JEATENBHOCTH K  YCJIOBUSIM H
BO3MOXKHOCTSIM ~ aBTOMatu3anmu. Heoreorpagus cBoei
HEOOBIUAHOW MPHUBIEKATENFHOCTHIO 0043aHa BO3MOKHOCTIIM

BUPTYaJIbHBIX ITyTEIIECTBHH.

Ocsasaemble n3o06paxeHus.

MuHNMaNePHO WHBAa3WBHAs XHPYPTUsl CTala  «30JIOTBIM
CTaHIapTOM» JUIS OPTONEANYECKHUX OTEpaIuii Ha KOJICHHBIX
CycTaBax, KOTOpBIE [ENArOTCAd 4epe3 HeOOJNbLINE pa3pe3bl
THUIIA «3aMOYHOI CKBR)XUHBI». Takue omepanuu TpeOyroT OT
XHUPYPrOB Pa3BUTHS MPOCTPAHCTBEHHOTO BOCIIPUSTHUS, YTOOBI
HMOHATh TPEXMEPHOCTh XHUPYPrUUECKUX CLEH, a TaKkxke
HAYYUTBCS YIPABIATh APTPOCKOMHYECKIM HHCTPYMEHTOM.
OOydueHre apTPOCKONMYECKOW XHUPYPIHH C TOMOIIBIO
BUPTYaJIbHOTO TPEHAXKePa SBISETCS BEChMA aKTyalbHBIM, TaK
KaK B peaIbHOH ONepaIiiy XUPYPTH BHIAT TOJIBKO IByMEPHOE
n300paKeHNe Ha IUIOCKOM MOHHTOPE U BBIHYXKICHBI
WHTYUTHUBHO YIIPABJISTH CJIOKHBIM HHCTPYMEHTOM B peajbHO
TpéxmepHo#i ciieHe. KoHewHO, B peanbHOI onepanuy XHpypr
«OLIyIIaeT» HPUKOCHOBEHHE WHCTPYMEHTa K  TKaHIM
MalUeHTa, MOATOMY JUIl BHPTYaJIBHOTO TPEHaXKepa OYeHb
BAXXHO CO3[aTh CHCTEMY, B KOTOPOHl TpeHHpYIOIUIics
«BUAUT» TPUKOCHOBEHWE WHCTPYMEHTa K BHPTYaJIbHOH
TKAaHA M «OIIYyIIaeT» depe3 TaKTHIBHYIO OOpaTHYIO CBS3b
3TO TpuKocHOBeHHe. Takue m300pakeHHs OyaeM Ha3bIBaTh
«OCSA3aEMBIMI».
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Puc.13. BupTyanbHblii apTpOCKOI U TPHAHTYJIALMA B
BUPTYaJIbHOM IIPOCTPAHCTBE.

B pa6orax A.M.Cypuna ¢ komneramu [13-15] mpemsoskeH
NPUHIMNNATIGHO  HOBBIH  HOAXOA K BHPTYaJbHOMY
MOJEIMPOBAHNI0 MHHUMAJIBFHO HWHBA3UBHBIX OHEpalid C
UCIIONB30BAaHUEM TAKTWIIBHBIX YCTPOHCTB M OCS3aEMBIX
N300paKEHUH - OTKA3aThCsA OT TPEXMEPHOTO MOJCIHPOBAHUS
OIICPAIlMOHHOTO TI0J M  HUCHOJIB30BaTb BMECTO 3TOTO
peanbHble M300pa)KEHHMSI U BHJCO IOJIy4aeMbIC C MOMOIIBIO
SHIOCKOIIMYECKUX KaMep U MUKpockomoB. Ha pucynkax 13 u
14 (parmMeHTHI peanbHOMI u BUPTYaJIbHOM
«apTPOCKOIIMYECKOHN OTIepaIum».

Puc.14. PeanbHast onepaiisi ¥ UCIOIb30BaHUE H300paKEHHS
OTIEPALHOHHOTO TOJIS B BUPTYAIILHOM TPEHAXKEpE.

6. 3AKINNIOYEHUE

Hoseiimmue TE€XHOJIOTHH YeJI0BEKO-MalTHHHOTO
B3aMMOJICHCTBHS - BU3YAIM3alHs H BUPTYAIBHOE OKPYKECHUE

- ofbecnieunBarOT  mOBbIIeHHE  A(GQPEKTHBHOCTH  IpHU
MPOBEACHUN (byH}IaMeHTaJ'ILHbIX HCCJ’[C}IOBaHPIﬁ, npu
peICHNH CJIOKHBIX 3a1a4 HayKH, 06pa303aHm{ n

HNPOMBIIIJICHHOCTH.

IlepcieKTUBHBIMH =~ HANPABJEHUSIMH  HCCIICAOBAHUN B
JaHHOM MpeIMeTHOW OoO0nacTH SBISIOTCS  BU3yaTH3alHs
uHdopMaIMy, BH3yajbHas AHAINTHKA, HOBBIC YEJIOBEKO-
MAallMHHBIE WHTEP(EUCH, OCHOBAHHBIC HAa TAKTHUIIBHBIX
YCTPOHCTBAX M OCS3aEMBIX N300paKEeHUIX.
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PODOU 99-01-00451, 01-07-90327, 02-01-01139, 04-07-
08026, 05-07-90344, 08-07-00468, 08-07-00469, 08-07-
12037, 09-07-00401, 10-07-00513, 11-07-00514, 12-07-
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00180, 13-07-00367, 13-07-00369, 13-07-00398.
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Abstract

The ever increasing complexity of the physical phenomena
studied in scientific and engineering disciplines, requires the
development of new approaches and powerful technique for
processing and analysis of complex data. Scientific
visualization develops methods and tools for understanding
the problems to be solved by bringing in a person's ability to
see and understand the image. Currently, scientific
visualization is quite complete scientific discipline and the
most promising areas of information visualization and visual
analytics. Purpose of virtual environment is to ensure that
individual users or groups of scientists, engineers and
designers of the virtual work space, where they can observe
and examine real-time create the necessary virtual their data
models, and scenes.
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Abstract

This paper discusses self-calibration method for a multi stereo-rig
passive face recognition system with overlapping views of
individual cameras.

Two cameras fixed inside a rig can be easily calibrated in a
factory environment so each rig will be considered individually
calibrated. It is incredibly important to estimate relative positions
and orientations of the stereo rigs with respect to each other
without using any calibration objects. We propose calibration
method using point correspondences between all cameras.

In this paper we present a novel more robust method that
calculates metric reconstruction. Our method reconstructs 3D
point set for every stereo rig from multiple dynamic scene images.
Point correspondences are established by tracking points over all
images captured simultaneously. So pairing between points is
known but data keeping outliers. Then RANSAC technique is
applied to reject outliers and finally 3D motion is estimated.

In this paper it is shown that the presented method can be
accepted as sufficient in accuracy. Our method can be easily
adopted for various numbers of stereo rigs.

Keywords: Self-calibration, 3D motion estimation, stereo-rig.

1. INTRODUCTION

Passive 3D face recognition system is the area of intense research
over the past decade. A wide range of 3D acquisition
technologies, with different cost and operation characteristics
exists [1,10].The most cost-effective solution is to use several
calibrated 2D cameras fixed inside a rig to capture images
simultaneously, and to reconstruct a 3D surface [11] (Fig.1A).

—

Figure 1: Passive 3D faces recognition system: A — common
view; B — stereo-rigs.
The term stereo rig is used in this paper to refer to any two-
camera system, which comprises a set of two cameras (with
overlapping views) that are physically connected together and
capture images simultaneously (Fig.1B).
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Passive 3D face recognition system using stereo-rigs demands an
accurate calibration of the devices which includes, first, intrinsic
parameter measurement and estimation of the relative poses of the
cameras with respect to each other inside a rig, second, estimation
of relative positions and orientations of the stereo rigs with respect
to each other. Our paper focuses on the second part of the
calibration procedure (estimation of relative positions and
orientations of the stereo rigs with respect to each other).

Roughly speaking, there are two groups of calibration methods.
The first group is based on using of some object with known
geometry (calibration pattern) or moving single feature like an
LED [13, 15, 19].

One of such methods can be used for a calibration of two cameras
fixed inside each rig. Due to the fact that calibration can be
performed in a factory environment, stereo rigs are considered
individually calibrated in this paper. Since the goal of this paper is
to calibrate a multi-camera system without using any calibration
objects, methods from the first group are out of our consideration.

The second and most suitable group of methods is self-calibration.
Both the scene shape (3D structure) and the camera parameters
(motion) consistent with a set of correspondences between scene
and image features are estimated using this group of methods [3,
8, 17, 20].

The main part of calibration literature from the mentioned second
group of calibration methods concerns extrinsic calibration. The
goal of extrinsic calibration is to determine the 3D rotation and
translation (3D motion) parameters relative to a fixed coordinate
system. The estimations are based on 2D point features as they
appear in an image sequence. Such methods are called structure
from motion (SFM) methods. Usually 3D motion estimation
methods involve two steps: first, 2D motion estimation that might
be represented by 2D displacement vector field and, second,
calculation of 3D motion from 2D displacements.

We propose to use 3D displacements for 3D motion estimation in
this paper instead of using 2D displacement. We have 2D features
as an input of our algorithm. We reconstruct 3D point set for
every stereo rig using given calibration. So we receive sets of 3D
displacements (keeping outliers) that can be used for estimating of
3D motion between 3D point sets (and consequently between
stereo rigs). Such kind of 3D motion estimation methods using 3D
points are sometimes called 3D alignment [16].

There are two main approaches to the problem of 3D motion
estimation. If pairing between 3d points is known, closed form
(analytic) solution is suitable [2, 6]. But analytic solution is
breaking down in presence outliers (even if we have only one
outlier). If pairing between points is unknown, iterative algorithms
that start by matching nearby points and then update the most
likely correspondence can be used [4].(See [13] for an overview
of applications.). Iterative algorithms require good initialization
and they are sensitive to overlap and outliers [4]. Some
approaches are proposed to deal with 2D feature correspondences
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selection for robust camera calibration [12, 14, 18, 20]. However,
reliable and automatic SFM is a difficult problem so far [18].

The paper is organized as follows. The proposed method is
described in Section 2. Experiments on several multi-camera
sequences are presented in Section 3. Conclusions are given in
Section 4.

2. SELF-CALIBRATED METHOD

2.1 The overview of multi stereo-rig self-
calibration method

The overview of multi stereo-rig self-calibration method we
propose is shown in Fig.2.

2.2 3D motion estimation algorithm based on
RANSAC

The basic 3D alignment algorithms presented in literature are
sensitive to outliers in the data [16]. As 3D tracks (and appropriate
points correspondences) automatically extracted from images will
almost always contain false matches, robustness with respect to
outliers is very important. In this section, we will describe
algorithm for this.

2.2.1 Problem definition
Given a set of point correspondences
={(Py;,P,;) EP3xP3|1 <j<m}measured in  two
Cartesian coordinate systems (left stereo rig, right stereo rig) find
the rigid transformation (rotation and

Stereo rig (left) || Stereo rig (right) matching X
; ! translation) R, T, between the two
Shfestarasexiraction systems so that for _corresponding points
- - kriatching P, (fror_n left coo.rdlnate system) and P,
Salires matcing (from right coordinate system) we have:
Right Rig Left Rig Track generation P, =RP,+T.
Vierify tracks by 3D reconstruction To achieve robustness with respect to
- ; false correspondences, the well-known
30 features | | 3D features Right Rig LeftRig | (adaptive) RANdom SAmple Concensus
(points) (points)
recor;struction reconstruction (RANSAC) approach [7, 9] can be
by left i by right i : : -
A Image saguence capturing b At Ll e 2D Features matching applied. RANSAC is a very generic
Corresponding 3D features extraction method for rejecting outliers. Here, we
2D Features I Track will describe a robust motion estimation
! Not track algorithm based on RANSAC and one of

| Choosing compact set of inliers
(inliers — 3D points reconstructed
from left and right stereo rig)

Estimation of 3D motion
(rotation and translation)
| between left and right stereo rig

Right Rig Left Rig Robust 3D motion estimation

B 2D Features detection T S
Rotation and transtlation

Figure 2: The overview of multi stereo-rig self-calibration
method: A — captured image sequence, B — 2D features detection,
C - 2D features matching, D — track generation

The method mainly includes two stages, corresponding 3D feature
extraction and robust 3D motion estimation. To obtain
corresponding points, we let a person walks between stereo rigs
(Fig.1A).

By analyzing the motion of human body from synchronous video
sequences, we can find 2D points suitable for corresponding point
(Fig.1B). Matching is performed to find corresponding points on
the images captured simultaneously (Fig.1C).

Once we have pairwise matches, next step is to link up matches to
form tracks (Fig.1D). Each track can potentially grow up to
become eventually a 3D point. Some tracks might be inconsistent.
Track should have length equal three in order to be consistent.
We remove inconsistent tracks on the feature extraction stage.
Then generated tracks are verified by 3D triangulation. On this
step reconstructed 3D points should have distance from the
appropriate stereo rig within certain reasonable range (for
example, from 0.5 m to 1.5 m).

The next stage of our method is robust 3D motion estimation.
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the basic 3D alignment algorithms [6].
2.2.2 RANSAC based algorithm

The motion of point P;from the left rig
coordinate system can be expressed as
Left Rig P1 = [Xli Yl' Zl]T = RP2 + T, WhEI’e PZ
is the appropriate point in the right rig
coordinate system, the orthogonal matrix
Track generation H H
sl i e ssoual 5 R dgscrlbes rot_atlon and vector T
describes translation of P,. We assume
that camera geometry is described by perspective projection with
intrinsic camera parameters

2
S
=
=
2
9

fo s

K & (0 fy cy>, where f, and f, are the effective focal
0 0 1

lengths, s is the skew parameter, and (c,, cy)T is the principal

point.

RANSAC repeatedly samples a small subset D; € D containing

M point correspondences, and generates a hypothesis for the

solution using only the sample D;.

M has to contain at least four non-planar 3D points. Each of the

multiple solution candidates generated by one of the appropriate

algorithm [6] can be treated as a single hypothesis E. Each

hypothesis E is describes appropriate motion (Rg, Tg) which is in

turn a candidate of a solution of the whole task.

Each hypothesis is evaluated by counting how many 3D point

correspondences are consistent with it. A correspondence

(P, P,) € is considered consistent with a hypothesis E if a

suitable error measure dE(P;, P,) (error measure is presented

further), is below a certain threshold S.

We propose to use the following error measure dE (P, P,) =

A S(ps pa)enslPry = RPoy =T| =[Py —RP, = TJ| .

The set of all consistent correspondences
S ={(P,,P,) € D|dE(P;,P,) < B} is called the support set of
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hypothesis E. The hypothesis with the largest support set S, found
during the iterations could be returned as the result of RANSAC.

Usually, in the final step, the result is estimated from S, . However
this approach is based on the assumption that S; is outlier-free,
which in general cannot be guaranteed. So in our algorithm the
result is estimated from S. As the influence of noise is typically
lower when estimating from a large set of data (as opposed to the
very small samples Dg) we sampled a subset Dy € D containing
more than 4 point correspondences (as usual — 10 point
correspondences).

Let us assume the data D contains a proportion ¢ of outliers. The
probability of getting at least one outlier-free sample D; is
pr=1—(1—-1-&M)V, where N denotes the number of
RANSAC iterations. In order to get at least one outlier-free
sample Dy € D with a probability of (at least) p;, we hence need
to perform at least N >log,_;_om(1—p;) iterations.
Typically, the proportion of outliers € is unknown. The number of
iterations of the RANSAC algorithm can optionally be adapted
on-line basing on the following approach [2]. Let us assume the
largest support set S, is founded during previous iterations. It can

be used to derive an upper bound for [2]: € < %.

Hence, the required number of iterations is [2]:

def log(1-p,)

Ng, & |————r]

v log(l—(l—%) )
If the proportion of outliers is very high, however, N5, might
always stay very large leading to a very big running time. In order
to enforce a certain limit on the running time, we specify a
maximum number of iterations in the beginning and make sure
that N not increased by using the following adaptation rule [2]:
N :=min(N,Ns,).
When we have 3D motion (R and T) calculated we can easily
calculate position and orientation of all cameras relatively to each
other.

3. EXPEROMENTAL RESULTS

The algorithm described above was tested with synthetic and
experimental data. Synthetic data allows us to study the algorithm
with respect to 3D image noise and to assess the conditions under
which reliable results are expected.

We used two types of experimental data: calibration points and
real points. Calibration points are obtained from the images of 3D
calibration object (chesshoard pattern). Since the sizes of this
pattern are known, we can use standard camera calibration
algorithm and compare the results obtained with our self-
calibration algorithm with standard camera calibration algorithm.
Calibration points are so accurate that the motion parameters
obtained with this data and with the standard calibration algorithm
may be considered as the ground-truth.

The synthetic data consists of a hundred 3D points. The points in
the set were chosen randomly from a uniform distribution within a
cube of size 750x750x750 mm centered about the origin. The
synthetic data was formed by adding noise to the individual points
and transforming them to a new location. Then a percentage of
outliers was injected in the point set. The noise added to each
component was uncorrelated, isotropic and Gaussian, with zero
mean and variable standard deviation. For each noise level one
hundred trials were performed. The average response of algorithm
over this hundred trials was used to compute several different
error statistics for the calculated transformations. For absolute
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accuracy error estimation in this article we propose mean 3D
position error. It is given by emeqn =%Z}"|P1J—I?P2J—T|,
where R is rotation estimation, T is translation estimation.

3.1.1 Noise sensitivity analysis

The noise added to the 3D points is Gaussian with standard
deviation varying from 0.05 to 2.5 mm. A percentage of outliers
that was injected in the dataset was established as 25%.

We studied the behavior of the algorithm as a function of 3D point
noise while s percentage of outliers is fixed.

Fig.3A shows mean 3D position error with various standard
deviation.
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Figure 3: Mean 3D position error: A - synthetic data for different
standard deviation of noise; B — synthetic data for different outlier
percentage; C — real data: images of moving human body; D — real
data: images of static chessboard pattern.

€ number of experiments D

From fig.3A we can deduce the stability of self-calibration
method against noise on the poses of the input 3D features.

3.1.2 Outliers sensitivity analysis

Percentage of outliers that was injected in the dataset was varying
from 0 to 50 %. The noise added to the 3D points is Gaussian with
standard deviation that was established as 1.0 mm.

Fig.3B shows mean 3D position error with various percentages of
outliers. From fig.3B we can deduce the quality of the estimation
is independent of the outlier percentage.

3.1.3 Experiments with real data

Real experiments were conducted using image sequences of a
moving person. Two stereo-rigs were calibrated by using
chessboard pattern. Feature points of the body were found, filtered
and reconstructed. Motion of these points was estimated using the
proposed method.
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Figure 4: 3D image of a head: A - two stereo rigs are not
calibrated so two 3D images of the head are not aligned. B — after
self-calibration. Two 3D images of the head are aligned after self-

calibration has performed using the proposed method.

Fig.4A shows motion that exists between two 3D images of a
head reconstructed using images from different rigs since extrinsic
calibration between stereo rigs was not known. Then 3D motion
between point sets was estimated using the proposed method.
Fig.4B shows that two 3D images of the head are aligned after 3D
motion estimation.

Fig.3C and Fig.3D show mean 3D position error in various
experiments with real data. Fig.3C shows mean 3D position error
for 3D motion calculated using proposed method and points
detected and matched on images of moving human body. Fig.3C
shows mean 3D position error for 3D motion calculated using
classical calibration method [19].

From fig.3C and fig.3D we can deduce that accuracy of the
presented method is worse than accuracy of common calibration
techniques but it can be accepted as sufficient for some practical
purposes. For example, proposed method can be used when using
of calibration objects is undesirable or impossible.

4. CONCLUSION

A new self-calibration algorithm has been proposed for obtaining
3D motion parameters of a multi stereo-rig system over time
without using any particular calibration apparatus. The idea is to
use previously valid stereo-rig calibration parameters and image
point matches to perform an alignment of two 3D paired point sets
that contains outliers. The method is tested in both artificial data
and real video sequences. The results show that our method is
robust in datasets with up to 50% of outliers. The advantage of
our approach is the fact that no calibration objects are needed to
perform metric calibration of the multi stereo rig system as most
reference approaches demand.

The proposed method was evaluated against standard method for
multi-rig calibration and proved to have acceptable in accuracy.
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Abstract

A non-iterative auto-calibration algorithm is presented. It deals
with a minimal set of six scene points in three views taken by a
camera with fixed but unknown intrinsic parameters. Calibration is
based on the image correspondences only. The algorithm is imple-
mented and validated on synthetic image data.

Keywords: Projective reconstruction, Metric reconstruction, Auto-
calibration.

1. INTRODUCTION

The problem of camera calibration is a necessary part of computer
vision applications such as path-planning and navigation for robots,
self-parking systems, camera based industrial detection and recog-
nition, etc. At present, a great deal of calibration algorithms and
techniques have been developed. Some of them require to observe a
planar pattern viewed at several different orientations [6, 15]. Other
methods use the 3-dimensional calibration objects consisting of two
or three pairwise orthogonal planes, whose geometry is known with
good accuracy [14]. In contrast with the just mentioned methods,
the auto-calibration does not require any special calibration ob-
jects [3, 4, 7, 8, 10, 13], so only point correspondences in several
uncalibrated views are required. This provides the auto-calibration
approach with a great flexibility and makes it indispensable in some
real-time applications.

In this paper we give a new non-iterative solution to the auto-
calibration problem in a minimal case of six scene points in three
views, provided that the intrinsic parameters of a moving camera
are fixed. Our method consists of two major steps. First, we use
the efficient six-point three-view algorithm from [11] to solve for
projective reconstruction. Then, using the well-known constraints
on the absolute dual quadric [5, 13], we produce a system of non-
linear polynomial equations, and resolve it in a numerically stable
way by a series of Gauss-Jordan eliminations with partial pivoting.

The rest of the paper is organized as follows. In Section 2, we
briefly recall how to construct a projective reconstruction from six
matched scene points in three uncalibrated views. In Section 3, an
algorithm of metric upgrading of the projective reconstruction is
described. In Section 4, we test the algorithm on a set of synthetic
data. Section 5 concludes.

1.1 Notation

We use a, b, ... for column vectors, and A, B, ... for matrices.
For a matrix A, the entries are A;; or (A);,;, the transpose is AT,
and the determinant is det(A). For two vectors a and b, the vector
product is a x b, and the scalar product is aTb. We use I, for
identical matrix of size n X n and 0,, for zero n-vector.

2. PROJECTIVE RECONSTRUCTION

First of all, to avoid any degeneracies, we restrict ourselves to the
“general position case” both for scene points and camera motions,
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i.e., the sequence of camera motions is assumed to be non-critical
and all the observed points do not lie on critical surfaces in a sense
of [12]. In particular, this means that the scene is non-planar and
the motion is not a pure translation or rotation around the same axis.

Given three uncalibrated images of six points of a rigid scene, we
first produce a projective reconstruction of the cameras applying
the minimal 3-view algorithm from [11]. Recall that the output of
this algorithm is either one or three real solutions for the homoge-
neous coordinates of the sixth scene point X, whereas the first five
points are chosen to be the vectors of standard basis of the projec-
tive 3-space. The twelve entries of the camera matrix P; are then
recovered by solving the twelve linearly independent equations (for
each: = 1,2, 3):

X»;jXPin:()g, j=1,...,6,

where x;; is the image of X; under the projection P;. Thus we
found
P, =[A: a], i=1,23.

Using the projective ambiguity [5], we transform the obtained cam-
era matrices to

P, =PiH, = [Is 03],
P, =P>H, = [Bz b2] ) ()
P, =P3H, = [Bs bs],

where

Ho = [Al_l _Al_la1:| .

07 1
3. METRIC RECONSTRUCTION

The projective reconstruction (1) is the starting point for our auto-
calibration algorithm. Let the metric camera matrices be repre-
sented as

P =K|[Is 0s],

Py =K[R: t2], 2)

Py =K[Rs ts],
where R,; and t; are the rotation matrix and translation vector re-
spectively, and K is an upper triangular matrix called the calibra-
tion matrix of the camera. It is assumed to be identical for all three

views. Our goal is to estimate K and then upgrade the projective
cameras to the metric ones.

Auto-calibration determines a 4 x 4 projective matrix H, that trans-
forms the projective camera P, from (1) into a metric camera Pﬁw
from (2), i.e.,

PY=PH, i=1,23. 3)

The matrix H must have the form [5]:

[ K o
H_LPTK 1}
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for some 3-vector p. Then the entries of H are constrained by [1, 5]

o' = PLQLPLT, @
pw* = PsQLPs ",

where w* = KK is the dual image of the absolute conic, A\,
are scalars and 4 x 4 matrix

. w' q
Qoo - [qT T‘:| )
with q = —w*p, 7 = pTw’p, is called the absolute dual
quadric [13].

Thus, constraints (4) give 12 equations in 11 variables: 7, q1, g2,
qs, five components of w™ (recall that w33 = 1), A and p. Let us
rewrite these equations in form

Cx = 012, (5)
where
. _ [Ogxa Mg
C - C()\,/.L) - |:06><4 ,u'Ib:| - D7 (6)

D s a 12 x 10 scalar matrix, and

* * * * * T
X = [7" q1 G2 @3 W1 Wiz Wiz W2 W2 1]
is a monomial vector.
It follows that the determinant of any 10 x 10 submatrix of C must
vanish. Denote by S;(, i) the determinant of a submatrix of C

obtained by eliminating the rows with numbers ¢ and ¢ 4 6 for ¢ =

1,...,6. Hence we get the system S; = 0 of polynomial equations
in only two variables \ and .

Remark 1. Due to the form (6) of matrix C, we do not need to

compute a 10x 10 functional determinant here. Each polynomial S;
can be found as

det(C1 4+ AC2 + pCs),

where the 5 x 5 scalar matrices C; are obtained by a patrial Gauss-
Jordan elimination on matrix C.

Let us rewrite the system S; = 0,7 =1,...,6, in form:

Foy = O, O]

where Fg is a 6 x 18 coefficient matrix, and

y:[/\4/$ P G R VS G C

YA S SR VT T S VI A W R )

is a monomial vector. To solve the system (7) in a numerically

stable way, we perform the following sequence of matrix transfor-
mations:

Fo>Fy—»F, —-F 5>F, 5 F, 5 F3 5 F3,  (9)
where each 131 is obtained from F; by the Gauss-Jordan elimination
with partial pivoting.

The matrix F; of size 8 x 18 is obtained from Fo by adding two
new rows: first one corresponds to the last row of Fo multiplied
by A, second one — to the next to last row of Fg multiplied by .

The matrix F of size 12 x 18 is obtained from F; by adding four

new rows corresponding to the last two rows of F, multiplied by A
and p.
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Figure 1: Numerical error distribution. Median error is 2.8 x 107°.

The matrix F3 of size 17 x 18 is obtained from F by adding five
new rows. We multiply the last two rows of F by A and p, and thus
get four additional rows. One more row is obtained by multiplying
the 10th row of F5 by pu.

Finally we get

u=—(F3)16,18,

A=—pu(F3)ir,18-

Remark 2. From algebraic point of view, the above sequence (9)
interreduces the ideal J = (S; | # = 1,...,6). The result is the
Grobner basis of J with respect to the graded lexicographic order.

It consists of two polynomials represented by the last two rows of
matrix Fs.

Having found )\ and p, we compute the entries of w™ performing the
Gauss-Jordan elimination with partial pivoting on matrix C in (6).
Finally, we compute the calibration matrix by the Cholesky decom-

position of w* = KK, and then find (up to scale) the metric
camera matrices P by (3).

Remark 3. Note that the matrices R,; estimated from (2) are not
in general rotations and thus need to be corrected [15]. We used
the singular value decomposition R; = U;D;V{ and then re-
placed R; by ].':lZ = UiViT . It is well-known that the rotation
matrix R, is the closest to R; with respect to Frobenius norm.

4. EXPERIMENTS ON SYNTHETIC DATA

The algorithm has been implemented in C/C++. All computations
were performed in double precision. Synthetic data setup is given
in Table 1, where the baseline length is the distance between the
first and third camera centers. The second camera center varies
randomly around the baseline middle point with amplitude 0.025.

Distance to the scene 1
Scene depth 0.5
Baseline length 0.1
Image dimensions 352 x 288
425 0 176
Calibration matrix 0 425 144
0 0 1

Table 1: Synthetic data setup.
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Figure 2: Rotational and translational errors relative to noise level.

‘We have measured the numerical error by the value

K — K|
K|

)

where K is the ground truth calibration matrix, || - || is the Frobe-
nius norm. The distribution of the numerical error is reported in
Figure 1, where the total number of trials is 108.

The running time information for our implementation of the algo-
rithm is given in Table 2.

Metric reconstr.
28.4/root

Step | Projective reconstr.
us 7.9

Table 2: Average running times for the algorithm steps on a system
with Intel Core i5 2.3 GHz processor.

In Figure 2, we demonstrate the stability of the algorithm under
increasing image noise. We have added a Gaussian noise with a
standard deviation varying from O to 1 pixel in a 352 x 288 image.
Each point is a median of 10° trials.

4.1 Outliers

To test the algorithm in presence of outliers (incorrect matches), we
have modeled a sequence of 70 cameras with centers on a circle,
and 400 scene points viewed by all the cameras. For each image, we
have added a Gaussian noise with one pixel standard deviation and
20% of outliers (uniformly distributed points in the image plane).

The auto-calibration algorithm was used as a hypothesis generator
within a random sample consensus (RANSAC) framework [2]. For
better computational efficiency we used the preemptive RANSAC
from [9]. The motion hypotheses were scored by the Sampson ap-
proximation to geometric error [5]. The number of hypotheses was
set to 400 for each camera position, and the preemption block size
was set to 100.

The results are presented in Figure 3 and Figure 4. No iterative re-
finements were performed in the estimation. The calibration matrix
averaged from the image sequence is as follows:

399.52 216  161.54
K= 0 405.37 142.14
0 0 1
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Figure 3: Skew parameter K12 estimated from the sequence of 70
synthetic images. Average value of K2 is 2.16.

Figure 4: The camera track estimated from the sequence of 70 syn-
thetic images. The red solid boxes are the ground truth camera
positions.

5. CONCLUSION

A new non-iterative auto-calibration algorithm is presented. It de-
rives the camera calibration from the smallest possible number of
views and scene points. A computation on synthetic data confirms
its accuracy and high speed performance. The algorithm is quite
flexible. It is reliable, for example, even in case of pure rotations
(baseline = 0), if the calibration matrix is only needed.
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Abstract

Object detection is of a vital importance in many computer vision
and robotic tasks. Saliency maps can be used to extract attention
points, that potentially indicate objects in the scene and therefore,
can be further explored. For instance, attention points can serve as
seed-points for object segmentation. However, it is important to
guarantee the uniqueness and the quality of attention points.
Therefore, the extraction of attention points is a challenging
problem. In this paper, we propose a novel approach to extract
attention points from saliency maps. Compared to several existing
attention points extraction strategies, we show that the proposed
strategy performs better in terms of the uniqueness of attention
points and their proximity to the center of detected objects’.

Keywords: Visual Attention, Fixations, Saliency Maps.

1. INTRODUCTION

Object detection is a crucial task in many applications of computer
vision such as in robotics. One way to detect objects is to generate
saliency maps and extract fixation points, so-called attention
points, from them. These fixations can potentially identify or detect
objects and can be used as seeds for segmentation [7] and further
recognition.

One of the main challenges of attention points extraction
mechanisms is inability to guarantee the uniqueness and the quality
of them. Therefore, attention points extraction remains a
challenging process. An obvious approach to evaluate the quality of
attention points is to compare them to fixation maps built on
human data. However, when the task at hand is to extract attention
points suitable for a specific task (e.g. attention-driven
segmentation), comparison to fixation maps is not very useful.

In this paper, we compare several existing attention points
extraction strategies and evaluate them on different types of
saliency maps in terms of the uniqueness and proximity of fixations
to the center of the detected object. The later is important, since
Vishwanath et al. [11] showed that line of sight lands near the
center of gravity of the object. We also propose a novel approach to
extract attention points from saliency maps based on T-Junctions.
This attention strategy can be applied for saliency maps in which
several disjoint connected components are available. We show that
the proposed strategy performs better than existing strategies in
terms of the above criteria.

The paper is structured as follows: In the next section, we describe
algorithms for saliency map calculation, subsequently, attention
points extraction strategies are discussed in detail. The following

1The research leading to these results has received funding from
the Austrian Science Fund (FWF) under grant agreement No. TRP
139-N23 InSitu and from the European Community's Seventh
Framework Programme FP7/2007-2013 under grant agreement No.
600623, STRANDS.
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evaluation shows comparison of different strategies and in the end,
we conclude our work with a discussion about future directions of
research.

2. SALIENCY MAPS

We evaluated attention points extraction strategies on four different
types of saliency maps: Attention based on Information
Maximization (AIM) [1] (Fig.1,b), Graph-based visual saliency
(GBVS) [3] (Fig.1,c), 2D Symmetry-based saliency (SYM2D) [5]
(Fig.1,d), and 2.5D Symmetry-based saliency (SYM2.5D) [9]
(Fig.1,e). In this section, we describe the basic principles of each
saliency map.

2.1 Attention based on Information
Maximization

Bruce et al. [1] proposed a model of bottom-up overt attention
based on the principle of maximizing information sampled from the
scene.

The model defines saliency by quantifying the self-information of
each local image patch. Independent Component Analysis is
performed on a large number of sampled patches to determine a
suitable basis. The probability of observing a specific patch can be
evaluated by independently considering the likelihood of each
corresponding  basis coefficient. Shannon's self-information
measure, applied to the joint likelihood of statistics of the patch,
provides an appropriate transformation between probability and the
degree of information inherent in the local statistics. Therefore,
saliency is determined as the self-information of each local image
patch.

2.2 Graph-Based Visual Saliency

Harel et al. [3] described a simple and biologically plausible model
for bottom-up saliency.

In the introduced model, activation maps are formed on certain
feature channels (color, orientation), and then combined into the
master saliency map. Activation maps are calculated using
fully-connected directed graphs, where weights of the edges depend
on the similarity between pixels they connect. Harel et al. [3]
showed how to treat this graph as Markov chain. Therefore,
activation map is an equilibrium state of the given Markov chain.
Activation maps are normalized in a similar fashion using Markov
chain, where the goal is to concentrate intensity of activation maps.
Finally, normalized activation maps are combined into the master
saliency map.

23 Saliency Map Based on 2D Symmetry

Kootstra et al. [5] proposed to use symmetry, one of the Gestalt
principles for figure-ground segregation, to calculate saliency maps.

Saliency maps are built upon the local symmetry operator of
Reisfeld et al. [10] and is extended to a multi-scale model similar
to the contrast-saliency model [4]. A context free attentional
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Figure 1: Examples of images and saliency maps (Attention based on Information Maximization (AIM), Graph-based visual saliency
(GBVS), 2D Symmetry-based saliency (SYM2D) and 2.5D Symmetry-based saliency (SYM2.5D)) for TOSD (r1l) and WILLOW (12)

database.

operator, described by Reisfeld et al. [10], based on the intuitive
notion of symmetry. The amount of local symmetry at a point is
calculated as the sum of similarity measures between pixel pairs in
the symmetric kernel centered at the point. Two points in the kernel
form a pair if the middle point of the line connecting them is the
center of the kernel. The similarity measure takes into consideration
gradient directions and magnitudes, as well as distances between
points.

2.4 Saliency Map Based on 2.5D Symmetry

Potapova et al. [9] extended principles introduced by Kootstra et
al. [5] to be used in 2.5D space.

In this approach, saliency is calculated as the amount of reflective
symmetry in a local patch. Reflective planes are determined as
planes perpendicular to the directions of the principal components.
A local patch is divided into two sub-patches by a reflective plane.
The reflective symmetry measure includes such characteristics as
the mean distance between two sub-patches, difference in mean
depth values, and collinearity between mean normal vectors.

3. ATTENTION
STRATEGIES

POINTS EXTRACTION

In this section, we will describe different strategies employed to
extract attention points from saliency maps. We are going to
discuss the following strategies: Winner-Take-All (WTA [6]),
Maximum Salient Region (MSR [2]), and T-Junctions.

3.1 Winner-Take-All

Lee et al. [6] showed that the Winner-Take-All (WTA) neural
network can be used to simulate humans behavior of scene
components prioritization while observing a scene.

Excitatory input neurons in the network are independent and
received from a saliency map and each neuron excites its
corresponding  WTA neuron. All WTA neurons evolve
independently of each other. The “winner" is the one that fires first
(i.e. reaches threshold). This triggers complete reset of all WTA
neurons. Attention points can be defined as points of location of the
“winner" neuron. Firing of the “winner" neuron is followed by the
shift of the Focus of Attention (FOA) and the local inhibition. FOA
is shifted to be at the location of the “winner" neuron. Input
neurons are inhibited at the new location of the FOA. Local
inhibition prevents returning the FOA to the just attended location
and allows the next most salient location to become the winner.
This process is called ““Inhibition of Return" (IOR) and is described
in [8]. All time constants, conductances, and firing thresholds used

Russia, Vladivostok, September 16-20, 2013

in the WTA model implemented in this paper are the same as in
[4]. Attention points are extracted using down-sampled saliency
maps.

3.2 Most Salient Region

Frintrop [2] proposed the detection of the Most Salient Region
(MSR) for object detection. The point with the maximum saliency
value (attention point) determines the most salience region.

Starting from the attention point (seed), the surrounding salient
region is extracted by means of seeded region growing. MSR
consists of all neighbors of the seed with saliency values that differ
by at most 25% from the saliency value of the attention point. The
focus of attention (FOA) is directed to the MSR. After that the
MSR is inhibited and the next MSR is computed. Though this way
of attention points detection is less biologically plausible, Frintrop
[2] argues that equivalent results are achieved with fewer
computational resources.

33 T-Junction Attention Points

We propose a new T-Junction (TJ) attention points extraction
strategy. This strategy requires saliency maps in which each object
is detected as an individual blob (i.e. SYM2.5D). Attention points
are defined as junction points of multi-segment skeletons, or as
mid-points in the case of single segments. Skeletons are calculated
from connected components of saliency maps.

4. EXPERIMENTS

Comparison of different attention points extraction strategies
applied to different types of saliency maps was done with respect to
two metrics. The first metric is the Hit Ratio (HR), and the second
metric is the Distance to the Center (DC). Experiments were
performed on two databases: Table Object Scene Database?
(TOSD, Fig.1,r1,a) and Willow Garage Table Objects Database’
(WILLOW, Fig.1,r2,a). Objects in both databases were
hand-labeled with polygon masks.

4.1 Hit Ratio

Hit Ratio (HR) shows how many different objects were covered by
attention points with a given number of fixations, and is given by
the percentage of unique attention points being situated inside
different objects:

2 https://repo.acin.tuwien.ac.at/tmp/permanent/TOSD.zip
3 http://vault.willowgarage.com/wgdatal/vol1/solutions_in_percep
tion/Willow_Final_Test_Set/
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HR=n/N

where N is the number of fixations and n is the number of different
attended objects. A perfect attention mechanism will hit every
object exactly once, resulting in HR equaled to one.
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Fig.3,r1-r2 and Fig.3,r3-r4 show evaluation of attention points with
respect to the distance to object centers for TOSD and WILLOW
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Figure 2: Hit Ratio (HR) against the number of extracted attention points for: (a) TOSD, (b) Willow. HR results are shown for different
combinations of saliency maps and extraction strategies. As can be seen from the plot, the combination of SYM2.5D [9] with T-Junction

extraction strategy results in the best performance.

We evaluate HR against the number of fixations. Fig.2,a and
Fig.2,b show HR results averaged over all images in TOSD and
WILLOW respectively. As can be seen from the plot, for TOSD
2.5D symmetry-based saliency maps together with attention points
extraction strategy based on T-Junctions result in the increase of
performance up to 60% in terms of the number of detected objects.
The second best performance is achieved by extracting attention
points from 2.5D symmetry-based saliency maps using
Winner-Take-All extraction strategy. These results show that 2.5D
symmetry-based saliency maps capture the main structure of table
scenes with man made objects and direct attention to those objects.

For WILLOW database combination of 2.5D symmetry-based
saliency maps and T-Junctions based extraction strategy result in
low scores with HR for the first few attention points with
improvement in performance up to 50% with a larger number of
attention points. In WILLOW database only objects standing on the
table were labeled, and neither tables, nor cardboards are
considered as objects. On the other hand, 2.5D symmetry-based
saliency operator gives a strong response for regions that are
symmetrical in 3D space, for e.g. box and table corners.
Combination of those two factors result in a high false detection
rate.

Furthermore, we can conclude from plots in Fig.2, that WTA
extraction strategy shows better performance, than MSR extraction
strategy for a given saliency map.

4.2 Distance to the Center
The distance between the extracted attention point p and the center
of the respective object c is defined as:

DC(p,C]:|p_C|2

The centers of the respective objects represent physical centers of
the visible parts of the objects. The DC shows the accuracy of
attention points. The smaller the distance, the better is the detection
quality of attention points.
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Fig.3,r4 show evaluation results for best attention points. The best
detected attention point for an object is the one that is the closest to
the center of the object.

A perfect attention mechanism would detect every object only once
and directly at the center. As can be seen from plots in Fig.3 all
detection strategies result in similar performance in terms of
distance to the center for the first detected attention point.
However, best attention points extracted by means of WTA strategy
are situated closer to the center, than those detected by means of
MSR. All extraction strategies show similar performance for 2.5D
symmetry-based saliency map. This effect can be explained by the
nature of 2.5D symmetry-based saliency in which salience blobs
represent symmetry lines of objects. All described attention points
extraction strategies detect attention points on these symmetry
lines. Therefore, attention points are located close to each other.

5. CONCLUSION

In this paper we proposed a new strategy for extraction of attention
points (TJ) and evaluated it against such strategies as
Winner-Take-All (WTA) and Most Saliency Region (MSR) on
several types of saliency maps (AIM, GBVS, SYM2D, SYM2.5D).
Experiments show that the combination of 2.5D symmetry-based
saliency map and T-Junctions extraction strategy performed up to
60% better than other combinations with respect to Hit Ratio
criteria. Therefore, we can say that this combination can be
specifically used to detect objects in cluttered table scenes
containing man made objects. It was also shown that all extraction
strategies give similar results with respect to the distance to the
center of the object, when only first attention points are evaluated.
However, the WTA strategy extracts attention points situated closer
to the object center, when best attention points are evaluated. In
future, we plan to modify the T-junction strategy to be applied not
only for 2.5D symmetry-based saliency maps, but for other types of
saliency maps as well.
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Figure 3: Rows (r1) and (r3) show averaged distances from first attention points to the centers of detected objects for TOSD and WILLOW
respectively. Rows (r2) and (r4) show averaged distances from best attention points to centers of the detected objects for TOSD and WILLOW

respectively.
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Abstract

In this paper we present a method for evaluation of dependency of
object recognition efficiency by state-of-the-art methods on initial
image size. By means of this method comparison of efficiency of
various state-of-the-art image detectors and descriptors is made,
and parameters providing best quality of ORB method are found.

Keywords: detectors, descriptors, performance evaluation.

1. INTRODUCTION

Detectors and descriptors of images are widely applied in the field
of computer vision in such tasks as recognition of objects on im-
ages, stitching, visual odometry, splitting of objects into catego-
ries, creation of augmented reality systems and other tasks.

Often in practice it is necessary to analyze images of low resolu-
tion or quality. It happens, first, because of technical capabilities
of the cameras installed, for example, on robots. Secondly, big
dimension of images demands big computing expenses and
memory sizes for information storage. We will investigate de-
pendence of quality of recognition on resolution of the image and
will try to find existing methods that allow achieving the best
results at low resolutions.

In this work some detectors and the descriptors possessing high
quality of recognition of the image are chosen. We will compare
their efficiency using the benchmark offered by us. Criterion for
comparison is the recognition accuracy, i.e. percent of the correct
matches between keypoints among all established matches. For
detectors we also will consider repeatability of detection. We will
try to find parameters for the detector and a descriptor ORB
providing high precision of recognition.

1.1 Related work

A huge number of affine regions detectors and local descriptors
exist nowadays. To limit the comparison of quality made in this
paper, we study only methods that seem to outperform others on
recognition accuracy. First is SIFT [4], presented in 1999 by Da-
vid Lowe, which is generally used as a benchmark when speaking
about object recognition. Also we study SURF [1] which has been
widely applied in computer vision and showed good performance.
Third method to study is ORB [9], a new method presented in
2009 by group of researchers (Ethan Rublee, Vincent Rabaud,
Kurt Konolige and Gary Gary Bradski). It is designed to perform
good recognition quality in real-times.

Evaluation of detectors’ and descriptors’ efficiency on has been a
popular topic of investigation in computer vision recently.
[6] contains an exhaustive comparison of state-of-the-art affine
region detectors in context of object recognition, introducing a
method to compare efficiency on which we base in our studies.
The paper studies dependencies of detectors repeatabilities on
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different scene transformations, such as changes of viewpoint,
illumination, scale, blur, JPEG compression. No single method
seems to outperform others in all the situations.

[5] presents an extensive research on quality of local descriptors
and present a novel descriptor GLOH, based on SIFT method. The
research shows GLOH and SIFT to give the best performance
almost in any case.

In previous works only a little attention was given to dependency
of recognition quality on initial image size. We evaluate the de-
pendency in current work.

1.2 Overview

In chapters 2 and 3 we review existing state-of-the-art detectors
and descriptors. Chapter 4 describes implementation details of a
benchmark and dataset used for comparison. We present results of
conducted experiments in chapter 5 and discuss them in chapter 6.

2. DETECTORS

Detector is an algorithm that finds image areas which contain
some special points, constant characteristics of the image. These
characteristics have to be robust to changes in the scale, noise and
illumination of images to make detector repeatable, i. e. for detec-
tor to find keypoints with the same elements on different images.
The area found by the detector is represented by circle and is
characterized by three parameters: coordinates of center, radius
and angle of rotation.

2.1 SIFT (Scale-invariant feature transform)

SIFT is considered to be a reference algorithm since it possesses
one of the highest repeatabilities among detectors.

SIFT consists of several stages, on each of which the number of
considered areas decreases. Thus operations with big computing
complexity are applied only to the areas which have passed pre-
liminary tests.

1) Detection of the characteristic points robust to scaling of the
image using scale-space extrema in Difference-of-Gaussians
images.

2) Determination of radius of the area including the characteris-
tic found earlier.

3) Determination of keypoint orientation.

2.2 SURF (Speeded Up Robust Feature)

SURF was conceived as more productive replacement to already
existing effective detectors, for example, SIFT detector.

The algorithm is in many respects similar to SIFT. However, in
SURF are realized rather exact and fast approximate calculations
methods. It allows SURF to be 2—3 times faster than SIFT without
significant quality loss.
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2.3 ORB (Oriented FAST and Rotated BRIEF)

ORB also was designed as faster alternative of SIFT and SURF.

ORB detector is based on FAST detector of corners presented in
2006 by Edward Rosten ([7], [8]). Center of a circle is considered
to be a vertex of angle, if not less than %2 and no more than % the
pixels lying on a circle are significantly more intensive than cen-
tral pixel (or vice versa). In practice radius of circle equals 9 or 16
pixels.

ORB is madification of FAST which also calculates orientation

(angle of rotation) of each corner. Besides, ORB looks through
several scales of the initial image.

Figure 1: Definition of corners by means of the detector FAST
with the radius of a considered circle of 3 pixels. Intensity of the
pixels lying on a dashed line are less than central pixel p intensity

by a set threshold t, 0 < t < 255.

3. DESCRIPTORS

Descriptor is a set of numbers characterizing a keypoint on the
image. The descriptor is to have diverse values for keypoints con-
taining different objects, and identical values for same objects,
and to be robust to changes of lighting, affine and perspective
transformations, noise and other image deformations. Thus, the
descriptor is to use some invariant characteristics of the image.

3.1 SIFT

SIFT descriptor uses the algorithm based on model of human
vision. Intensity gradients of pixels in 16 squares of 4x4 pixels are
summed and splitted into 8 bins. To store the sum of gradients in a
4x4 square, we need 8 numbers describing magnitude of gradient
in each of 8 directions, so the descriptor is stored by a 16 x 8 =
128-component vector. Big dimension of a vector causes difficul-
ties in search of the descriptor closest to a selected one.

3.2 SURF

SURF descriptor of is based on the same algorithm as SIFT de-
scriptor. However, for reduction of calculations volume SURF
descriptor is stored by a 64-component vector. SURF contains
some other improvements aimed on reduction of time of compari-
son of couple of descriptors.

3.3 ORB

ORB descriptor represents modified BRIEF descriptor ([2]).

BRIEF descriptor describes image area by means of a set of bina-
ry intensity tests in a 31x31 image patch. 256 couples of pixels
chosen by a fixed pattern on a patch are compared by intensity. If
first pixel in a couple is brighter than the other, we store 1 to de-
scribe the couple, otherwise — 0. Thus we get 256 binary digits
describing all the couples.

The descriptor of BRIEF is unstable to image rotations on more
than 10°. ORB is its modification robust to rotation of a scene.
ORB detector is also called rBrief - BRIEF robust to rotations.
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4 BENCHMARK

In this chapter we discuss a benchmark for comparison of detec-
tors and descriptors efficiency: how experiments are made, imag-
es used, criterion of correctness of recognition. We will use reali-
zations of detectors and descriptors from OpenCV library.

Benchmark is designed to evaluate efficiency of various detectors
and descriptors on image characteristics, such as size. While other
benchmarks used to compare recognition efficiency an approxi-
mate homography matrix is used (computed on feature matches),
we use exact homography matrix as with it we synthetically gen-
erate the image of object from the scene image.

4.1 Studied images

For establishment of dependences we will make series of experi-
ments. Each experiment corresponds to a pair of resolutions of
object and a scene.

In this work the object is represented by a part of a scene to which
homography transformation is applied. Thus, we know the real
homography converting object to a scene part.

Note that homography transformation can be applied to describe
transform between two images, only if the translation between
cameras used to get these images is much less, than distance be-
tween the cameras and a scene. In our case we use homography as
some approximation of real distortions ([5], [6]).

Examples of objects and scenes are presented in fig. 2.

Figure 2. Examples of the images participating in experiments:
images on the left — initial scenes, on the right — objects.
Minimum resolution of object is not less than 9000 pixels. 10-18

various images were used for experiments.

4.2 Repeatability

On the first stage we will detect areas on object and a scene. We
will evaluate repeatability, the main quality characteristic of the
detector — ability to detect same element on two and more vari-
ous images. For calculation of repeatability we will use the fol-
lowing formula:

#overlapping keypoints

tability =
repeatablity #keypoints on object

Since we know how the real transformation for the scene and the
object (ground truth homography matrix), we can project key-
points from scene to object and estimate overlap. We consider
keypoints from different images to be equivalent if area of their
overlap is not less than 50% of area of their union.
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4.3 Accuracy

For detected keypoints we compute descriptors, and for each key-
point from object we find a match on a scene with the closest
descriptor.

We can estimate a relative pose of corresponding keypoints again.
Similarly, we will consider match to be correct if keypoints over-
lap is not less than 50% of their union. Thus we can determine
recognition accuracy:

#correct matches

repeatability = #all matches

5 EXPERIMENTAL RESULTS

In this chapter we will discuss obtained results and we make con-
clusions on quality of various detectors and descriptors.

5.1 SIFT, SURF

Dependencies of repeatability and accuracy of SIFT and SURF on
image resolutions are shown in fig. 3. Each of curves corresponds
to a specific test image pair.

It is seen that both repeatability and accuracy of SIFT and SURF
have almost no dependency on resolution of the image as corre-
sponding curves are almost horizontal. At low resolutions on there
are the some fluctuations caused by small absolute quantity of
areas on images. Conducted measurements confirm that SIFT
possesses higher repeatability and accuracy than SURF.

SIFT repeatability SIFT accuracy
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Figure 3. Dependence of repeatability of SIFT (3a) and SURF
(3b) detectors, dependency of accuracy of SIFT (3c) and SURF
(3d) descriptors on resolution of object.
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Figure 4. Dependence of absolute number of correct matches on
resolution of the image (SIFT).

The conclusion that neither accuracy nor repeatability do not de-
pend on image resolution was not an expected result: we expected
to gain direct correlation between them. The more is resolution of
the image, the more information it brings to us and to detector;
despite that, keypoints detected by SIFT and SURF appear to be
scalable, and percent of correct matched doesn’t significantly
change from scale to scale. Note that the absolute number of
found keypoints linearly increases with increase of the image
resolution, as shows fig. 4.
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5.2 ORB

In ORB implementation in OpenCV we can find method parame-
ters significantly affecting the algorithm quality. First is nfeatures
— number of keypoints with maximal response than are returned
by detector; all the other keypoints are rejected. By default it
equals 500. At such nfeatures value it is possible to receive recog-
nition accuracy not higher than 20%.

We found that to achieve maximal quality it is needed to leave all
the keypoints in consideration, even with the small response. De-
pendency of recognition accuracy on resolution for different nfea-
tures values given in fig. 5. Therefore experiments were made
with the nfeatures value of 150000 — such to exceed quantity of
the recognizable areas on scenes of the highest resolutions. Note
that this, of course, affects computation times, which we don’t
study in this work.

Foe
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< =+=50000

—e—100000

0 200000 400000  600OCO  SOOOOC 1000000 1200000
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Figure 5. Dependence of accuracy of ORB on resolution of the
image for different nfeatures (corresponding to different curves).

Note that at low resolutions of ORB detects very small quantity of
areas. That is caused by an analog of FAST detector ORB uses:
circle of 16 radius must be applied to detect corner in the center of
a circle; on small images only a few such circles may fit the im-
age. It causes poor quality of recognition at the lowest resolutions.
However with increase of resolution of object ORB starts showing
a good accuracy of recognition. On that reason we run experi-
ments only on images with size of object not less than 9000 pix-
els.

Dependence of repeatability and accuracy of ORB on resolution
of the image are given in fig. 6. All parameters are default, except
nfeatures value.
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Figure 6. Dependence of repeatability of the ORB detector re-
peatability (8a) and ORB descriptor accuracy (8b) on resolution of
the image.

It is visible that ORB detector (unlike SIFT or SURF) possesses
repeatability of almost 100% — highest of repeatabilities of con-
sidered detectors. ORB accuracy also seems to be the highest
among the studied methods, which is surprising as SIFT was al-

ways thought to be the best recognition method.

Almost absolute repeatability of ORB is achieved not only by
high ability to detect same objects (corners, as ORB detects cor-
ners using oFast), but also by huge amount of found keypoints.
Indeed, ORB detects up to 40 times more keypoints than SIFT or
SURF. The keypoints are strictly located around the corners on
image, but may have different radiuses and slightly different cen-
ters and orientations. Usually there are 5-15 keypoints around a
single corner.

Besides, an inverse dependency on resolution of the image is ob-
served. There may be a number of root causes for this effect, but
the main one is that rBrief descriptor by default uses a fixed patch
size of 31x31 pixels to calculate the descriptor. A fixed size of
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patch on which a descriptor is computed is not a good solution to
serve both for big and small images, and thus big and small key-
points.

To avoid it, we can set patchSize parameter of ORB to depend on
image size: for example, 5% or 10% of object width or height. In
this case we get more slight and non-linear inverse dependency on
image resolution, as seen on fig. 7.

The value of patchSize giving the best accuracy results is 10% of
object width. Inverse dependency on image resolution is still pre-
sent, but now shows off only on the biggest resolutions.
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Figure 7. Dependence of accuracy of ORB on resolution of the
image for different patchSize values (corresponding
different curves).

Other parameters of ORB also can affect quality significantly, like
edgeThreshold — size of image border in which no detection is
made for noise reduction. To study it, we made experiments with
various parameters of ORB detector and descriptor. Results of
these experiments are presented in fig. 8.

500000 1000000 1500000 2000

Figure 8. Dependence of accuracy of ORB on resolution
for different parameters.

The combination of parameters providing the maximum accuracy:
* nfeatures = 150000 (as big as possible not to reject any key-
points); ™
» scaleFactor (coefficient of reduction of height and image width
for receiving a pyramid) = 1.1111,
« firstLevel (the first level of a pyramid used for detecting) = 8;
* patchSize (the size of a patch of rBrief) = 10% from object
height;
+ edgeThreshold = 10% from object height aren't detected.

This combination of parameters allows to receive the accuracy of
recognition of 65-70% higher than ORB accuracy when using
parameters by default.
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6 DISCUSSION

In this work we presented a method to evaluate the dependency of
objects recognition accuracy by SIFT, SURF and ORB methods
on resolution of the initial image. By means of this method we
compared efficiency of various detectors and descriptors of imag-
es. We managed to choose the parameters of the ORB method
providing the best quality of recognition of the image.

Accuracy and repeatability of SIFT and SURF don't depend on
resolution of the studied image. SIFT possesses slightly higher
quality of recognition than SURF. Neither SIFT nor SURF show
dependency of quality on image size.

ORB seems to outperform both SIFT and SURF. Repeatability
and accuracy of ORB have weak inverse dependency on resolu-
tion of the image: at high resolutions ORB has 10-15% smaller
accuracy, than at low. To investigate the root cause of this effect
we experimented with parameters of this method and managed to
find optimal parameters that are able to significantly increase
quality of object recognition. In that case, 640x480 pixels (300000
pixels) resolution is enough to achieve 65-70% recognition accu-
racy.

Obviously, the comparison carried out by us isn't full. We used
10-20 images of various categories, however their quantity can be
increased for receiving more reliable results. Research of this sort
can be applied to various detectors and descriptors, and also to
various combinations of detectors and descriptors.
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Abstract

The objectives of the present study are the formulation of the
models of flame front evolution capturing the effects of flame
propagation in the prescribed non-stationary premixed gas flow
field. The algorithm of real time simulations of flame evolution
within frame of “flamelet” approach is offered to model shape of
flame front propagating in the given non stationary gas flow
fields. The algorithm is based on “particles” method and
representation of the burned and unburned gases by a two sets of
different particles, moving on the fixed trajectories, corresponding
to the given flow field.

Keywords: flame modeling, numerical simulation.

1. INTRODUCTION

Nowadays the development of effective algorithms of simulations
of the premixed flame evolution in the practical devices having
complex geometry and nonstationary gas flows is issue of the day.
As numerical modeling of gas combustion with detailed chemical
kinetics and real gas flows demands huge computing expenses
there is a necessity to apply more simple, but not losing the
physical meaning, the simplified models of flame evolution. In a
case when characteristic scale of internal structure of a
combustion wave much less than characteristic size of gas flow
perturbations it is reasonable to use the simplified representation
of a flame as an interface between unburned and burned gasses.
This model assumes that flame surface moves along its normal
with given velocity called a burning velocity. The value of
burning velocity may be estimated by preliminary simulation of
1D combustion wave taking into account detailed Kinetics of
chemical reactions. In this approximation the gas flow is
determined by equations free of effects introducing by
combustion. This approximation is known as “flamelet” model [1]
and it is widely used in engineering simulations. In the simplest
case one can assumes that the burning velocity is constant and it is
determined by mixture content only. In the present work the
algorithm of real time simulations of flame evolution within frame
of “flamelet” approach is offered to model shape of flame front
propagating in the given non stationary gas flow fields appearing
in the combustion chambers with complex geometry. The
algorithm is based on representation of the continuous media as
set of a large number of elementary particles, moving on the fixed
trajectories, corresponding to given flow field. Each particle is
characterized by spatial coordinates and two states corresponding
to burned and unburned gases, respectively. The flame front is
considered as a boundary dividing two sorts of the particles. The
formulation of the model and the algorithm of the calculations is
described in the next section. The figure 1 shows results of the
method.
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Fig. 1: Turbulent flame touch simulated by particles based real
time algorithm. Green and red particles correspond to the
unburned and burned mixture, blue particles marks the flame
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Fig. 2: Real time post effect flame simulation.

In many practical devices with gas combustion the flame thermal
thickness is small in comparison with the sizes of the combustion
room. Therefore flame may be considered as a surface dividing
unburned and burned mixtures. This surface is characterized by
ability to move on unburned mixture with constant burning
velocity Uy, [5]. The burning velocity is considered to be known
from theoretical evaluations or experimental data. Writing the
flame front equation in the form F(x, t) = 0 and assuming that
flame front propagates in the unburned gas with given flow
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velocity field V(x, t) one can obtain the flame front evolution
equation in the form

8F—[\7,VHF) —U,
ot

In the particular case of flame front equation z = f (x, y, t) and
velocity vector V = (0,0,W(x, y)) equation (1) has a form

ﬁ_wzub[[a“f{a‘] +1} @
ot O oy

It is interesting to note that this equation is similar to the
Hamilton-Jacobi equation describing propagation of the
relativistic particle in the field with potential U(x, y) [4]:

2 2 2
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Flame front evolution in the case of resting gas may be described
on the base of the Huygens principle applying in the ray optics.
Let us suppose that flame front shape is known at some moment,
for instance at t = 0. In order to find the flame front shape at
subsequent time moment t = dt according to the Huygens
principle the set of spheres of radius U,dt with its centers
belonging to the initial surface should be plotted. The envelope
curve of this set of spheres represents the flame shape at t = dt .
Applying this principle for subsequent time intervals the flame
front evolution can be tracked. In the case of the moving fluid

vE| @

with given velocity field \7(; ,t) the technique based on the

Huygens principle can be applied too. The only difference is that
all points of initial surface must be previously shifted on vector

- —
V(x ,t)dt. Proposed algorithm assumes that continuum is

filled by the finite number of randomly distributed particles
moving with velocity equal to the local velocity in corresponding
2-D point. Each particle is characterized by spatial coordinates
and value describing the state of the corresponding elementary gas
volume, namely unburned or burned. Flame front defines as the
interface separating the regions field by unburned and burned
gases. More specifically, the flame front may be defines in the
following manner. Let us divide the calculation domain on
uniform cells so that each cell comprises at least two particles.
Lets calculate difference between numbers of unburned and
burned particles for each cell. Finally, lets single out the cells for
which this difference is less than some fixed number. The flame
front may be described by any surface passing through these cells.
If the average distance between neighboring particles is 6 the size
of the square in 2D case must be not less than 2 & and the
accuracy of determination of the flame front position depends on
the cells size. The following algorithm is proposed for numerical
simulations of the flame front evolution. On each time step all
unburned particles located inside the circles centered at the burned
particles are replaced by the burning particles. The procedure of
particles properties changing is applied at every fixed time step ©
and the circles radius is Uyz. From physical point of view, this
algorithm models ignition of the fresh mixture volumes by hot
burned gas. Dependency of the velocity of self-propagating wave
of ignition on average distance between neighboring particles is
discussed in the next section. Calculation of one algorithm
iteration for system of N particles demands implementation of
O(N?) operations for checking the particles belonging to the
igniting circles. However, usage of the particle spatial coordinates
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sorting method allows to reduce calculation cost to N -logN
operation per one time step.

This acceleration is achieved by sorting of the particles in cells
and neglecting certainly far located particles during the search of
the particles belonging to the ignition circle. The sorting results
are also useful in determination of the flame front surface.
Utilization of the memory pool for data structures describing
particles also leads to the calculations acceleration.

2. RESULTS

Flame front burning velocity on the non-uniform grid of particles
depends on average distance between particles. For simplicity, we
consider the 1D grid case. The fluctuation of average distance
between two neighbor particles d can cause the decrease of value
of burning velocity in numerical simulations. Numerical
experiments demonstrated that, for example, error value of 1% of
burning velocity corresponds to 50 particles placed into the
“ignition* radius U,z. We also carried out a numerical experiment
to measure the velocity of the outward propagating cylindrical
flame to investigate the influence of fluctuation of partial density
on flame characteristics. Numerical experiments shown that flame
front speed did not depend on its radius and the proposed
algorithm keeps the spatial isotropy.

This algorithm was applied to simulate the flame propagating in
non-uniform non-stationary flows. The implemented algorithm
allows interactively change number of the particles, the velocity
field, and gives possibility for interactive ignition and quenching
of flame in the real-time. The figure 1 shows results of
simulations of flame front propagating in constant Poiseuille flow
with randomly distributed non-stationary point vortices. This
configuration roughly corresponds to a turbulent flame torch. The
proposed algorithm provides 25 fps on the one core of Pentium
Dual-Core 2.5GHz with particles number N = 20000. The figure 2
shows the result of real time post computation for more clear
flame presentation.

3. CONCLUSION

In the paper the numerical algorithm describing flame front
evolution within frame of “flamelet” model is suggested. This
algorithm assumes the representation of the continuous medium
by set of discrete particles. The developed algorithm can be
generalized in future to the model that takes into account self-
ignition and flame quenching mechanism. For this aim one can
apply the flame front model that incorporates flame front inertial
effects and the dependency of flame front velocity on the local
flame front curvature [3]. The work was partially supported by
cooperative grants of Siberian Branch of the Russian Academy of
Sciences and Collaborative Research Project J11028 IFS Tohoku
University.
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Abstract

This paper proposes a new method for the visualisation of changes
in the membrane potentials of biological cells, where the low
image resolution and high presence of noise within an original
series of images (i.e. a video) prevents accurate observations of
this natural phenomenon. This method applies an alpha-trimmed
mean filter within time-domain for decomposing a series into high
and low frequency bands. ®-mapping is then applied in order to
identify and denoise the signal. Finally, the output images are
constructed by suppressing the low-frequency band, whilst high-
frequencies are emphasised. As shown by the results, visualisation
is significantly improved in this way, whilst the signal-
characteristics remain well-preserved.

Keywords: Scientific visualisation, signal processing, ©-mapping,
islet of Langerhans, beta cell, membrane potential.

1. INTRODUCTION

Islets of Langerhans are comprised of beta cells that secrete the
anabolic hormone insulin [5]. Insulin is secreted into the
circulation interprandially (i.e. between meals), keeping at bay the
catabolism of bodily energy reserves, as well as postprandially
(i.e. after meals) when the concentration of nutrients in the plasma
increases, thus enabling the storage of energy-rich molecules in
the forms of liver and muscle glycogen as well as fat-tissue
triglycerides, and promoting protein anabolism [18]. The absence
of insulin due to the destruction of islets but also a partial lack of
its effects due to the resistance of tissues to insulin or a decreased
secretion of insulin all result in a severe and chronically disabling
clinical picture known as diabetes mellitus [2]. The global
prevalence of diabetes mellitus in people aged 20-79 years was
8.3 % in 2011, consuming on average 11% of national healthcare
budgets. However, the global prevalence in this age group is
expected to increase by 50 % by 2030, thus presenting in depth
motivation for researchers and their funders [19].

Islets present 1-2 % of the pancreas in mass and volume. They
have a spherical structure (100-300 um in diameter) and are
comprised of a few thousand cells per islet [6]. Glucose-
responsive and insulin-secreting cells named beta cells comprise
the highest fraction of the cells inside the islets of Langerhans [7].
The cells are functionally coupled via connexin36 molecules
forming a syncytium of cells [15]. Due to the current consensus
model, glucose and other nutrients enter the beta cell, are then
metabolised yielding ATP that decreases the open probability of a
specific channel protein conducting K* in an ATP-dependent
manner (Katp channels) and depolarises the cell membrane [1,4].
Following the initial depolarisation, the membrane potential (MP)
in the cells oscillates in the form of bursts with superimposed high
frequency spikes. Tightly-coupled with the bursts is the change in
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the intracellular concentration of Ca" ([Ca?'];), oscillating phase-
locked to the MP signal. The dynamics and network properties of
the [Ca?']; signal within a large number of simultaneously studied
beta cells have been described recently [16,17]. Each oscillation
originating in a single (or possibly a few) cell(s) spreads in a
wave-like pattern throughout the islet [16]. The extent and exact
nature of coupling the MP signal to the wave of the [Ca®'];
oscillation is presently unknown; the main reason being that when
using the state-of-the-art electrophysiological approach, changes
in MP can only be collected for a single or at most two cells from
the networks of active beta cells [8]. In contrast, laser-scanning
confocal [Ca?"]; imaging has been shown to provide data for many
cells inside the beta cell network, with impeccable temporal and
spatial resolutions [16]. To date, to the best of our knowledge, no
reports have succeeded in using voltage-sensitive dyes to assess
the electrical activities within networks of beta cells.

Recently, a novel family of voltage-sensitive dyes called
VoltageFluor (VF) was introduced [9]. The dye incorporates
within the outer leaflet of the cell membrane and its fluorescence
changes by 2-3% for every 10 mV change in MP. The VF
displays a several-fold increased voltage-sensitivity compared to
the older families of voltage-sensitive dyes. We loaded islets of
Langerhans in acute pancreatic tissue slices with the VF dye and
stimulated them with 12 mM glucose, the most important nutrient
secretagogue for beta cell activation. The VF signal during the
glucose stimulation is comprised of rhythmical increases in
fluorescence, most probably reflecting the characteristic
oscillatory changes in MP recorded using a patch pipette. The MP
signal spreads over the islets in a manner similar to the one
observed for [Ca']; waves, with comparable durations of
oscillations and velocities of wave-fronts. In order to resolve the
degree of coupling between the MP and [Ca®']; signals, double
staining with voltage- and calcium-sensitive dyes is needed or,
alternatively, a stimulus that would enable the detecting of
differences between the two signals. Adding tetraethylammonium
(TEA, 10 mM), a potent K* channel inhibitor, to extracellular
solution already containing a stimulatory concentration of glucose
(12 mM), is expected to increase the size of the MP oscillations
whilst shortening them at the same time [3]. Both effects can help
unmask any potential temporal differences in the MP vs. [Ca*'];
kinetics masked by the longer oscillation durations during the
glucose-only stimulation. Unfortunately, in addition to its
benefits, TEA stimulation presents technical complications due to
a faster spreading of the wave (1000 pum/s) and relatively short
oscillation duration (100 ms). In order to achieve a sufficiently
high temporal resolution, (i) a decrease in spatial resolution or (ii)
a worsening of the signal-to-noise ratios of the single frames is
needed (see example in Fig. 1a). Both results demand improved
analysis of the MP wave spatiotemporal images.
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Unfortunately, the obtained images are highly noisy and only
experts can interpret them correctly. In order to cope with high
noise and low image resolution, we employed an approach based
on connected operators of mathematical morphology [14].
Namely, by acting on connected pixels with constant intensities
(called flat-zones) rather than individual pixels, the connected
operators uphold good contour preservation properties and are
able to prevent significant image distortions when applied for
filtering. Section 2 provides definitions of the connected operators
used in this paper. The new approach for image filtering is
proposed in Section 3. The results are shown in Section 4, whilst
Section 5 concludes the paper.

2. THEORETICAL BACKGROUND

Letf:E > N, where E c N2, be an image, p € E a pixel,
and T, = {p | fl[p] > 1} a threshold set of f obtained at level . A
peak connected-component Clp €T, is a connected set of pixels
from T, containing p, whilst the relationshipl’ =1 - T, € T,
explains the nesting of peak connected-components. An attribute
opening y2(f) acting on f is an operator that removes all Cl”
with an attribute value A(C}’) smaller than a given threshold a.
Note that increasing attributes are described by the
relationship C}, < ¢ - A(CP) < A(CT) and further definitions
are given only for them. Examples of such attributes are the area
of Clp, its volume or its diagonal. An attribute closing, denoted
as ¢4, is a dual operator of y2 and it is given by yA(f) =
—p2(—f) [10]. An image decomposition, named differential
attribute profiles (DAP), that is based on granulometries of
attributed openings was proposed by Ouzounis et al. [12]. A
granulometry is an ordered set of morphological filters that
progressively reduce the content of the image by filtering it on an
increasing scale. A glanulometry based on the attribute A with
N+1 members is defined by a set of attribute threshold values a =
{a;}, where a;_; < a; andi € [0, N]. The definition of DAP
obtained from f, is given as

T () = {vd_, () —va& (N}, @
where i € [1,N]. Thus, DAP is a top-hat scale-space obtained
from f, where T2 (f)[p] is a vector containing N response values
obtained at p. This vector is named the positive response vector
whilst it’s dual (i.e. negative response vector) is obtained by an
ordered set of attribute closings, and is denoted as ®2(f).

Recently, Mongus and Zalik [10] proposed extraction of the most-
contrasted connected-components from TZ(f) by a mapping
schema named ©-mapping. Consider a set of peak connected-
components CP = {Clp } containingp. The most-contrasted
connected-component CZ ... € CP with respect to the given T2 (f)
can be uniquely identified by registering the largest response
contained in TA(f)[p] and the associated attribute threshold value
at which it was obtained. ©-mapping is, therefore, given
by ©4: f = (R(F), Q(f), P(f)), where
e R(f) is a transformation function registering maximal
responses obtained at pixel p and is formally given by
R(F)[p] = max TA(f) [p). ©)
e Q(f), called associated function, maps the attribute value
that lead to the maximal response. Formally it can be written
formally as
Q(Nlpl = maxi| T () [pllil = R()[p]. @)
Note that due to the increasing property of A, there exist at
most one CF where A(C)=Q(f[p] and thus it
defines C? ... However, it is possible that no response is

40

obtained at a given p, meaning that the corresponding peak
connected-components are not in contrast against their
surroundings in regard to the given TA(f). In this case, p is
recognised as a background [10].

e P(f) is an arbitrary parameter that can be measured for C%, .,
and can be used for estimating multiple characteristics that
lead to a particular response. Formally, it can be defined as

P(f)Ip] = parameter(CE,,.). 4)

3. REMOVAL OF NOISE FROM LOW RESOLUTION
IMAGES OF BIOLOGICAL CELLS

This section proposes a new method for the improved monitoring
of membrane-potential oscillations in a time-series data (i.e. a
video). This method consists of the following three steps:

e  Firstly, detection of changes is achieved by decomposing
images from the time-series into a series of high-frequency
differences and low-frequency alpha-trimmed mean images.

e  O-mapping is then applied on each high-frequency image in
order to detect and remove noise.

e Finally, output images are constructed by adding the filtered
images of differences to the low-frequency images.

In the continuation, these three steps are explained in detail.

3.1 Image smoothing

The first step of the proposed method considers smoothing within
the time-domain in order to obtain a representative image of the
cells’ structures and, consequentially, identify potential candidates
for the noise pixels. Since no changes are expected in the
positions of the cells over a short period of time, changes between
the successive images can be related to the changes in the
membrane potential and the presence of noise. Smoothing the
images through the time-domain should, therefore, allow for
efficient estimation of the image’s structural part, whilst the
textural part (i.e. the image of differences between the original
and smoothed image) should contain most of the noise. It can,
furthermore, be claimed that short, high-contrasted changes (e.g.
high increases or decreases of intensity) are most-probably
introduced by the impulse noise. This, consequentially, leads to
applying a band-pass alpha-trimmed mean filter to each pixel
within the time-domain. Let a time-series f = {f;}, wheret €
[0,T], and a function max™{f,[p]} estimate the nth largest value
contained in the set of values {f;[p]}. The alpha-trimmed mean
filter A% (f;) acting on f; with a window size w is at a pixel p
given by [13]
1

AGUIIP] = T, Zata" ™ max ™ {f v p]} )

where t' € [t —w,t + w], and a defines the number of trimmed
values. Each f; is then decomposed into a high-frequency f;°
(structural) and low-frequency £ (textural) part, where f5 =
A39(f) and £;7 = AZ2(f, — £°). Note that trimming values « (and
consequentially w) were defined according to the oscillations in
the average image intensity (see Figure 1). Namely, « = 1 was
selected when constructing ;7 since no significant oscillations
can be noticed over such a short period of time. On the other
hand, @ = 10 was selected when constructing £ since all the
oscillations are up to 10 frames long. In this way, we ensure that
the signal is entirely contained in 7, that is further processed.
The obtained f;Sand f," are shown in Fig. 1.
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Figure 1: Input frame 55 (a) filtered with w=5, a = 1 (b), filtered
with w=50, & = 10, and the obtained f£3 (c) and fT (d).

3.2 Noise filtering
Although the alpha-trimmed averaging performed in the previous
step sufficiently reduced the impulse noise from the original series
of images, it does not remove the noise that is present for more
than a single frame. Additional filtering is, therefore, performed
within the space-domain of the textural image . In this case,
noise may be described as a set of small compact regions with
high contrast against their surroundings. Thus, ©-mapping
provides an efficient approach for its identification. For this
purpose, the definition of the underlying DAP is considered first.
In order to avoid relying on any particular shape when estimating
the most-contrasted connected-components, area attribute A was
used and the same area threshold vector a is defined for all 7.
Due to the low image resolution, sufficient results were obtained
using relatively small area-zones defined asa = {3 *i},
where i € [0,10]. The shape-compactness parameter of the most-
contrasted connected-component was then estimated by -
mapping using shape-based filtering support. Thus, the value of
P(f) ata particular pixel p is defined as [11]

PUDIP] = e ©

e P = Sn Tl

where A(CP,..) is the area of C},, and DT(CP ) is the average
value of the well-known distance transformation performed on
CP . A set of noise pixels p* is then defined by

p* = {pIR(fDIp] > 10.0,P(f)[p] <10.0}, (7)
where the threshold values were defined according to the
amplitudes of the oscillations in the average intensity graph (see
Figure 1). Finally, the same filtering principle was performed for
the removal of the dark noise by applying ®-mapping on the
negative response vector (obtained by an ordered set of area
closings ®4(f)).

3.3 Image reconstruction
In the last step of the method, textural images £ are denoised
first and then added to the structural images f;° in order to obtain
a filtered version of the original time-series f'. First, the filtered
textural image £,/ is obtained by
T *
T/[ _ ft [P] ; P e p }
rl —{ e ®)
‘ flpl - RUDIP); pep
A convolution with a 3 x 3 Gaussian kernel is then performed on
T" in order to smooth out any possible irregularities introduced
by eq. 10 and the output can finally be given as f'; = f5 + .
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4. RESULTS

The proposed method is compared with the existing approach for
the detection of changes in membrane potential, where a region of
interest (ROI) is selected in order to monitor changes in the
average intensity (see Fig. 2). Although averaging improves the
resistance of the method against noise, it does not remove it (i.e.
in Fig. 2c only the middle peak represents actual signal).
However, this approach does not allow monitoring a single pixel.

(RO 1) [CI=1031|

130 ;
2 vawﬂwv\/v\f\/\,\f\ff

o Frames 100
Figure 2: Input frame 55 with ROIls (a) magnification of region
containing ROIs (b) and corresponding chart of average values

within selected ROIs (c).
In figure 2a, frame 55 from the input video is shown with two
selected ROIs (magnification in Fig. 2b). The corresponding time
series of average intensities are shown in Fig 2c. A significant
change in the membrane potential can be recognised between
frames 45 and 55, as it is similar in both regions, whilst significant
differences in oscillations can be observed outside of this range.

These are characteristics should, therefore, be preserved by the

proposed method, whilst visualisation of the signal propagation

should be enhanced.

Averages

(@) (b)

Figure 3: Input frames 55 (a), enhanced after noise filtering (b).
The results of the method are shown in Fig. 3, where frame 55 is
used for the comparison. Significant denoising can be observed,
whilst visualising the signal in the red channel emphasises the
representations of changes for improved analysis.
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Figure 4: Output frame 55 (a) with ROIs (b) and corresponding
chart of average values within selected ROIs (c).
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Finally, the method has been evaluated in terms of monitoring the
average intensity in ROIs. An important improvement achieved
by the proposed method can be observed in Fig. 4. Fig. 4a shows
output frame 55 where significant de-noise has been achieved and
the magnifications of those area containing selected ROIs are
shown in Fig. 4b. By comparing the obtained time-series charts
(Fig. 4c) with the original (Fig. 2c), a significant noise reduction
can also be observed in this case, whilst even the actual impulse in
the membrane potential has been emphasised. Consequentially,
further analysis can significantly be improved.

5. CONCLUSION

This paper proposed an improved method for monitoring changes
in the membrane potentials of biological cells. This method is
able to remove the impulse noise by alpha-trimmed mean filtering
applied on a series of images within the time-domain. The derived
band-pass filter, moreover, allows for accurate extraction of the
actual signal, while mapping has proved to be an efficient tool for
the detection of noise within the space-domain. By using this
extraction of the signal in a separate band, improved visualisation
can be achieved, where the signal can be enhanced and mapped
into different coloured channels (e.g. red). Future work will
consider an analysis of the time-series charts of average intensities
for an automatic definition of the used threshold values.
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Abstract

The paper describes a system to model variations of body shapes
by individual 3D scan data and to provide the modeling results to
the users via the Internet. The clients of the system are involved
into unloading dieting programs and exercises in sport clubs.
After scanning and data processing, they can control modeling of
their prognostic body shapes in case of weight gain/loss. The
client interface allows the users to browse the processed data in a
3D GUI, to simulate body shapes with new desired body
measurements (such as weight, waist, chest circumferences, etc.),
and to generate printed reports. Modeling can be controlled by a
few body dimensions, or even by one measurement.

Keywords: 3D Body Scanners, Digital Human Modeling.

1. INTRODUCTION

Recent advances in the development of high-resolution and
accurate 3D scanners for whole-body shape capturing make it
attractive to utilize the scan data in many application fields, e.g.,
in individual design of car interiors, clothing, anthropometry,
healthcare, social studies, realistic 3D media content creation,
aerospace, defense, and national surveys. Formerly body
dimensions were widely used for apparel design, ergonomic
assessment  of  working/operational spaces, and reverse
engineering. The data are, for instance, weight, height, leg length,
waist, hip or chest circumferences, etc. Body dimensions are
defined as the distances between some specific points on human
body surface (landmarks), or circumferences measured at the level
of the landmarks. The landmarks are anatomically defined features,
for example, top of the head, tip of the spinous process of the 7'"
cervical vertebra, the most lateral point of acromion, etc [8]. With
modern 3D scanning technologies, it becomes possible to
automatically locate the landmarks and to retrieve body
dimensions from accurately scanned range data. And, the main
advantage of 3D scanning is that it provides a highly detailed
individual’s body surface shape, which can be used in further
human-oriented modeling.

Human body shape modeling (HBSM) utilizing 3D scan data is a
rapidly evolving multidisciplinary area [7], applicable also to bio-
medical applications [11]. The beauty services and healthcare
applications include: anthropometric surveys; body deformity,
asymmetry and obesity control; rehabilitative and training
monitoring; weight control ([6],[11]). Now, even some visual
cognition factors can quantitatively be defined with the aid of
HBSM, for instance, woman body attractiveness [10], or
adolescent body perception [1]. Various methods and tools are
used in HBSM depending on application fields and input 3D scan
data types, however, controls of HBSM are still traditional body
dimensions mentioned above, because ergonomics designers (or,
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HBSM end users) clearly understand the nature of the
measurements and can easily manipulate with them during
modeling. It is also important to provide the end users of HBSM
systems the ability to control the modeling process by a limited
number of variables to avoid ambiguity and complexity of control,
especially, if modeling is done though the Internet in interactive
way. Moreover, in some cases a complete set of body dimensions
is not provided with 3D scan data.

Recently, Internet-based applications using 3D scan data appeared
mostly for apparel design. In [4] several virtual dressing systems
are described (MyShape, Virtual try-on, Lands’ End, My Virtual
Model). These systems use “static”, or pre-defined 3D models
from databases, without on-line body shape modeling. Israeli
company OptiTex presented a Web-based garment fitting system
with 3D preview of a synthetic avatar created by user’s body
dimensions retrieved from individual 3D scan data. It would be
worthwhile to implement Web-based systems allowing the end-
users to manipulate with their personal 3D scan data, to model,
for instance, the body shape after weight loss/gain, after physical
or rehabilitative training, and to display the virtually corrected
postures of the models. The users of such systems would be
motivated not only in taking care on their health and physical
exercises, but also in participating in 3D scanning process itself
and contributing into 3D scan databases.

The purpose of this work is to develop a Web-based system to
realistically model variations of prognostic body shapes by
individual 3D scan measurements and to provide the results of
modeling to the users via the Internet through a 3D graphical
interface. The paper is organized as follows. First, in Section 2,
input data processing methods and human body shape modeling
techniques, which are used in the system, are described. In
Section 3, we present some statistical results allowing us to reduce
the number of body dimensions to control body shape modeling.
Section 4 describes the Web system’s implementation details such
as server-side functionality, client interface with 3D graphics, etc.
Finally, conclusions are summarized in Section 5.

2. MODELING METHOD

2.1 Data

Nowadays, several active and passive optical 3D whole-body
scanning technologies are used, for example, optical laser
scanning, photogrammetry based on structured light, modulated
light, passive stereoscopy, etc. The success of CAESAR Project
(see, e.g., [2]) focused attention of professionals on the industrial-
type equipment providing harmless scanning with high quality
output data (with about million of 3D points). Such 3D scanning
systems are produced, for instance, by Cyberware, Hamamatsu
Photonics, Human Solutions/Vitronic [TC]Z, and other
manufacturers. The trend of the 3D body scanners’ development
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is characterized by decreasing the cost of hardware and time of
scanning (to few of seconds), easiness of installation and
operation, truly 360 degree scanning with low noise and data
missing, nearly millimeter range accuracy. It results in satisfactory
quality of the produced data with high level of details of face and
body parts of scanned subjects, ability to automatically extract
dozens of body dimensions and landmarks. We mostly used data
collected with the Bodyline Scanner from Hamamatsu Photonics
[5].

The standard manufacturer’s preprocessing software, Bodyline
Manager, allows 54/55 (male/female) auto-landmarks, and about
one hundred body dimensions for one data range scan. Original
data are recorded as a polygonal model in Wavefront graphical
format (OBJ) with several hundred thousand vertices,
accompanied by personal information (age, weight, height, BMI,
gender, etc). Even Bodyline Manager has an interactive
functionality to correct landmark position by a 3D editor, our
processing software (see Section 2.2) was developed with the
assumption that location of some landmarks may not be correct.
We also considered the case, when landmarks and body
measurements are not given at all. The last case was tested with
the range data collected by other body scanner [3].

Several thousand subjects participated in 3D body scanning
campaigns managed by Nihon Unisys. The data were collected
with the system “3D-Navi” from Japanese males and females aged
from 15 to 96 years old. On the server side of the system, 3D scan
data and measurements were sorted into ten gender-age groups:
younger than 30 years old, from 30 to 40, between 40 and 50,
from 50 to 60, and older than 60 years old for both, male and
female subjects. This grouping reduces intra-population variations,
because it is known, for instance, that on the average the younger
generation is taller, older generation tends to lose muscularity, etc.
For operational use, statistical analyses were conducted
separately for the sex/age groups, and overall inter-population
statistics were investigated experimentally.

2.2 3D model creation

The data collected with 3D scanners are characterized by
significant variations of body shapes, postures, number of vertices,
presence of holes and noise in the data. Nowadays, the most
proven approach for HBSM is based on template models and
reconstruction of body surfaces from eigen-spaces. Pioneered in
[2], the method uses Principal Component Analysis (PCA), which
captures the body shape variations from an “average”, or template
shape. In the method (utilizing landmarks) all the vertices of a
template model are non-rigidly morphed until the best fitting to
the point cloud of the input 3D scan data. The resulting fitted
model is called homologous. Therefore, there is exact
correspondence of vertices for any pair of homologous models, or
a homologous model and template. This property makes it
possible to apply PCA to model shape variations. The approach
also resolves hole (missed data) interpolation, and it has variants
for landmark-less fitting. If the template is accompanied by a
skeleton model with body mesh skinning weights, the “bone-skin”
technique (widely used in computer graphics animation) can be
applied for fitting if the postures of template and scan data are
significantly different. We implemented an HBSM method based
on male (13379 vertices) and female (16780 vertices) “Dhaiba”
templates [9] in the form of closed polyhedra instrumentally
connected with the link-joint skeleton models and landmark sets
(Figure 1).
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Figure 1: “Dhaiba” template models.

The process of model creation is as follows. First, the homologous
model is created iteratively for the posture of original 3D scan
data, and the joint centers and link lengths are estimated during
the iterations. Finally, the subject-specific skeleton is completely
defined. To avoid posture variations during modeling, the
homologous model is created for the standard template posture,
and the main body part is extracted. The overall process is
depicted in Figure 2.
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Figure 2: Original scan data (A) and homologous models in
original (B) and standard (C) postures.

2.3 Body shape modeling

For Web-based modeling providing the customer his own
prognostic body shape view in 3D, the following scenarios were
considered: visualize the user prognostic body shape in case of
weight loss/gain; visualize the shape in case of increase/decrease
of the waist circumference; visualize the body model in “correct”
(standard) posture without body asymmetry and deformations
(which can appear, for instance, due to early stage of scoliosis);
estimate the required weight loss for the desired waist decrease.

In all the above scenarios, it is quite natural to vary weight and/or
body dimensions (except height and other measurements, whose
variations lead to significant bone deformations). We suppose that
these variations mostly result in changes of the main body part
shape (Figure 3D). It was also supposed that head, face, hands,
and feet variations are small in case of weight loss. The main body
part surface is composed from a smaller number of vertices
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(N=2618 in the case of our male homologous model), and
statistical calculations can be done much faster for it.

Similarly to [2], for each statistical group (collection of K main
body homologous models, where each body shape is composed
from N vertices), we describe the body shape of the k-th
individual (k=1,...,K) by 3N-dimensional vector

_ T
a _(X:lklylk'zlk’XZklyzklzzk""’XNklyNk'ZNk) '

Calculating average shape a, and applying PCA, we can find the
eigenvector decomposition (basis of vectors e;, i=1,..,K-1) for
variation of any shape a, from the collection:

K K-1
1 Ay ,€;
ao:fZak, akfaO:ZPCmef, PCki:(k ) .

Kk:1 i=1 (e 1)

Each principal component (PC) cannot clearly be associated with
a single anthropometric body measurement such as height, weight,
or waist circumference, it is rather influenced by combination of
the measurements and variations of postures. Each body shape ay
has L supplementary measurements {dy;, dio,..., dk }, derived
from the range data and measured with scale. Supposing that
scores of the i-th PC (i=1,..,K-1) depend on L (L<K) multiple
measurements {d;, dy,..., d.}, we may propose control of body
shape modeling through them for the case of simple linear
dependency:

PC,(d;,d,,....d,) =bo+ > b,d,

j=1

Taken into account that PC scores can directly be reconstructed
from the homologous model, we can compare them with ones
obtained from the above linear model to clarify how accurate the
assumption of linearity is. Figure 4 shows the comparison for PC;
for one of the scanned inter-population female group for 533
subjects aged from 16 to 96 years old. (In the Figure, gray squares
depict correlation without skeleton measurements, and black
triangles show correlation with skeleton measurements.) On the
average, for this population the results of linear modeling are very
good for lower PCs. Particularly, correlation is 0.996 for PC; if
skeleton measurements are taken into account (Figure 4).

Figure 3: Correlation of measured and modeled PC; .

For the case of individual body simulation with available
homologous model a; and measurement vector dy = (dyg, dio, ...,
dkL)T, it is preferable to use increments of the measurements. Then,
denoting “new” measurement set as d = dy + &d, where &d = (&dy,
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&y, ...,8d)" is the measurement increment, we can use our
regression results to simulate new shape in terms of the
increments:

K-1
asim(d) =a +Z(Pci (d) - PCi (dk))ei
i=1
For high order eigenvalues with low significance, variation
magnitudes are significantly decreased. Limiting the value K, the
last formulae can be used for fast modeling in real-time on the
client sites of Web-based systems.

2.4 Reduction of the number of controls

As the developed body shape modeling method was supposed to
be implemented for interactive control through the Web, it is
reasonable to make such control more user-friendly and simple. If
the number L of controlling measurements is large enough (e.g.,
basic software for our 3D scanner can provide up to 72 body
dimensions) and the user is allowed to vary them independently,
the resulting simulated body shapes would be very unrealistic and
the control process itself would be confusing and difficult for the
users. Therefore, more simplified and robust method of modeling
was proposed. Once the developed modeling system is mostly
intended for personal body weight control, it was decided to select
16 measurements: weight, height, BMI, and 3D scanner’s
measurements obviously dependent from weight gain/loss.. The
body dimensions are mostly the circumferences of body parts
(neck, torso, arms, and legs) measured in horizontal cross sections.

Additional 28 skeleton measurements (bone lengths and distances
between joints) calculated during building the homologous model
were also used. The skeleton measurements, when being kept
constant in individual shape modeling, result in constraining
effect and prevent bone deformations, and as a consequence, the
modeled shapes look much more realistic, and the regression
errors (see, e.g., Figure 4) become smaller. The final composition
of body shapes from PCs calculated with the basic measurement
set and the complete set appeared very similar for the task of
weight variations. Being included in the model, skeleton data are
not changed in modeling.

After analysis of measurements it was found that correlations of
symmetric pairs of arm and leg circumferences are high. Also,
BMI measurement is redundant, because it can explicitly be
calculated through weight and height. Height should not be
varied by the users, when they model their body shapes. Based on
the above speculations, a reduced set of control measurements
was found.

However, change in one measurement requires adjustment of all
others simultaneously for realistic body shape view. It was found
that horizontal body circumferences are highly correlated with
weight. Based on this fact, we can approximately model the
changes of the measurements by weight change in accordance
with the following scheme. Suppose, all the measurements depend
on weight w linearly:
d,(w)=d;, +c,(w-d,), i=1.16,

where d, is weight measured on the day of 3D body scanning
together with all other measurements d; . Thus, it is possible to
predict the change of waist circumference by the change of weight,
and vice versa. Coefficients c; are defined by linear regression
through all the data for each statistical group. The standard
deviations estimated from the regression are small enough to
reconstruct all the measurements even at high gain or loss of
weight.
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3. WEB-BASED IMPLEMENTATION

The methods described in the above Section were implemented in
our Web-based system “3D-Navi” managed by Nihon Unisys Ltd.
Also, the methods were realized in a standalone application, but
there are many disadvantages of this approach, because the
collected 3D scan data are commercially sensitive and should not
arbitrary be accessed or updated by the users. Also, there are
serious ethical reasons (e.g., the requirement of non-disclose of
almost undressed personal body shapes) restricting a stand-alone
implementation. Therefore, it was decided to implement
centralized control of data access from Web clients with a secure
authorization mechanism.

In order to motivate people in participating in 3D scanning, the
main scenario of the usage of the “3D-Navi” Web-based system
was supposed to provide the subjects with ability to observe their
current personal body shapes, model body shapes in cases of
weight loss or gain, visualize their virtually regal carriage, and,
therefore, to stimulate them in physical training, exercises, and
dieting. To realize the above scenario, “3D-Navi” was designed to
provide user-friendly and secure access to personal data, to
quickly react on the users’ requests from the client side, to
intuitively convenient 3D browse the whole body shape and
selected body parts, to generate reports with 3D views of current
and modeled body shapes and body dimensions in textual form.
Real-time rendering of 3D contents on the client side (not only
homologous models, but also original 3D scans with up to one
million vertices) implies high requirements on the client system
performance. Also, on-line modeling requires the efficiency of
server-side calculations and network transfer.

In case of gradual increase of collected 3D scans in the database,
the data required for one body shape modeling, namely,
eigenvectors and PCs, can be much more bulky than the size of
file with modeled 3D body shape. Thus, it was decided to
implement modeling as an optimized server-side application
without cutting of higher order eigenvectors. PCA analysis is
periodically updated on the server by administrator’s request.
Modeled body shapes are transferred to the client side in a
compressed form of the Wavefront graphical format.

To support the variety of browsers and platforms, the client side
sub-system was implemented as an HTML form with JavaScript
control calling Java applet for 3D visualization in a panel inside
the main frame of the client window. 3D graphics and navigation
in 3D is implemented in Java3D on top of OpenGL, which
provide real-time rendering of modeled shapes. The applet also
provides a variety of service functions, such as model loading,
high quality off-screen image rendering for modeling session
report generation, modeling measurement settings, etc. As
described in the above Section, modeling can be done in several
modes: with measurement masking, independent, and setting by
one measurement.

In the 3D window the user can visualize up to two models (for
example, original homologous and prognostic with over-weight of
20Kkg is shown in Figure 4), rotate, scale, align them, or start auto-
rotation mode. Different body parts can be colored with specially
assigned colors for displaying the body part surface difference.
The important feature of the system is overlapping the shapes in a
semi-transparent mode, which displays the difference of the
overall shapes or body parts.
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Figure 4: 3D view of client GUI.

4. CONCLUSION

Web-based “3D-Navi” system’s design and implementation are
described in this paper. The system is intended for remote access
to individual 3D scan data and personalized body shape modeling
by interactive changes of limited number of body dimensions (or,
even one such measurement). Typical scenarios are, for instance,
visualization of the desired user’s body shape after weight loss, or
prognostic shape after wished waist decrease. The system is
supposed to motivate the people in physical exercises and follow
to unloading diets. The system is supported by real-time graphical
rendering and browsing of the body shapes and/or body parts in a
3D window on the Web. Simple, intuitive and user-friendly 3D
navigation allows easy comparison of current and prognostic body
(or, body part) shapes. Also, the system allows to generate printed
reports of the results of scanning, measurements, and body shape
modeling.

For the Web-based system, special rapid methods of 3D range
data preprocessing, canonical model creation with corrected
posture, and statistical analysis were implemented. The methods
are based on templates (body meshes with associated skeleton)
with high level of details for face, hands, and feet. The individual
features of face are well transferred to the modeled shapes. To
simplify modeling by user control through a limited set of
anthropometric data, an original method of measurement settings
was proposed and implemented in the system.

The system was used commercially in Japan for a beauty service
company. In future works, it would be also worthwhile to collect
statistical data separately for persons actively participating in
body building in sports clubs, because eigen-spaces for muscular
people can be different for subjects with overweight.
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Abstract

This STAR report describes the essentials of Heterogeneous
System Architecture (HSA) with introduction and motivation for
HSA, architecture definition and configuration examples. HSA
performance advantages are illustrated on few sample workloads.
Kaveri APU - first AMD HSA-based product is briefly described.

Keywords: GPU, CPU, DSP, APU, heterogeneous architecture.

1. INTRODUCTION

HSA is a new hardware architecture that integrates heterogeneous
processing elements into a coherent processing environment.
Coherent processing as a technique ensures that multiple
processors see a consistent view of memory, even when values in
memory may be updated independently by any of those
processors. Memory coherency has been taken for granted in
homogeneous multiprocessor and multi-core systems for decades,
but allowing heterogeneous processors (CPUs, GPUs and DSPs)
to maintain coherency in a shared memory environment is a
revolutionary concept. Ensuring this coherency poses difficult
architectural and implementation challenges, but delivers huge
payoffs in terms of software development, performance and
power. The ability for CPUs, DSPs and GPUs to work on data in
coherent shared memory eliminates copy operations and saves
both time and energy. The programs running on a CPU can hand
work off to a GPU or DSP as easily as to other programs on the
same CPU; they just provide pointers to the data in the memory
shared by all three processors and update a few queues. Without
HSA, CPU-resident programs must bundle up data to be
processed and make input-output (1/O) requests to transfer that
data via device drivers that coordinate with the GPU or DSP
hardware. HSA allows developers to write software without
paying much attention to the processor hardware available on the
target system configuration with or without GPU, DSP, video
hardware and other types of specialized compute accelerators.
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Unified Coherent Memory

Figure 1: Generic HSA Accelerated Processing Unit (APU)
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Fig.1 depicts generic HSA APU with multiple CPU cores and
accelerated compute units (CU) which may include any type.

2. HSA ESSENTIAL FEATURES FOR USERS

Essential HSA features include:

Full programming language support
User Mode Queueing
Heterogeneous Unified Memory Access ((UMA)
Pageable memory
Bidirectional coherency

e  Compute context switch and preemption
Shared page table support. To simplify OS and user software,
HSA allows a single set of page table entries to be shared between
CPUs and CUs. This allows units of both types to access memory
through the same virtual address. The system is further simplified
in that the operating system only needs to manage one set of page
tables. This enables Shared Virtual Memory (SVM) semantics
between CPU and CU.
Page faulting. Operating systems allow user processes to access
more memory than is physically addressable by paging memory to
and from disk. Early CU hardware only allowed access to pinned
memory, meaning that the driver invoked an OS call to prevent
the memory from being paged out. In addition, the OS and driver
had to create and manage a separate virtual address space for the
CU to use. HSA removes the burdens of pinned memory and
separate virtual address management, by allowing compute units
to page fault and to use the same large address space as the CPU.
User-level command queuing. Time spent waiting for OS kernel
services was often a major performance bottleneck in prior
throughput computing systems. HSA drastically reduces the time
to dispatch work to the CU by enabling a dispatch queue per
application and by allowing user mode process to dispatch
directly into those queues, requiring no OS kernel transitions or
services. This makes the full performance of the platform
available to the programmer, minimizing software driver
overheads.
Hardware scheduling. HSA provides a mechanism whereby the
CU engine hardware can switch between application dispatch
queues automatically, without requiring OS intervention on each
switch. The OS scheduler is able to define every aspect of the
switching sequence and still maintains control. Hardware
scheduling is faster and consumes less power.
Coherent memory regions. In traditional GPU devices, even
when the CPU and GPU are using the same system memory
region, the GPU uses a separate address space from the CPU, and
the graphics driver must flush and invalidate GPU caches at
required intervals in order for the CPU and GPU to share results.
HSA embraces a fully coherent shared memory model, with
unified addressing. This provides programmers with the same
coherent memory model that they enjoy on SMP CPU systems.
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This enables developers to write applications that closely couple
CPU and CU codes in popular design patterns like producer-
consumer. The coherent memory heap is the default heap on HSA
and is always present. Implementations may also provide a non-
coherent heap for advance programmers to request when they
know there is no sharing between processor types.

The HSA platform is designed to support high-level parallel
programming languages and models, including C++ AMP, C++,
C#, OpenCL, OpenMP, Java and Python, as well as few others.
HSA-aware tools generate program binaries that can execute on
HSA-enabled systems supporting multiple instruction sets
(typically, one for the LCU and one for the TCU) and also can run
on existing architectures without HSA support.

Program binaries that can run on both CPUs and CUs contain
CPU ISA (Instruction Set Architecture) for CPU unit and HSA
Intermediate Language (HSAIL) for the CU. A finalizer converts
HSAIL to CU ISA. The finalizer is typically lightweight and may
be run at install time, compile time, or program execution time,
depending on choices made by the platform implementation.

HSA architecture example platform is depicted on Figure 2.
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Figure 2: HSA architecture example platform.

3. HSA IMPLEMENTATION AND CONCEPTS

Unified Programming Model. General computing on GPUs has
progressed in recent years from graphics shader-based
programming to more modern APIs like DirectCompute and
OpenCL™, While this progression is definitely a step forward,
the programmer still must explicitly copy data across address
spaces, effectively treating the GPU as a remote processor.

Task programming APIs like Microsoft’s ConcRT,
Intel’s Thread Building Blocks, and Apple’s Grand Central
Dispatch are recent innovations in parallel programming. They
provide an easy to use task-based programming interface, but only
on the CPU. Similarly, Thrust from NVIDIA provides a similar
solution on the GPU.

HSA moves the programming bar further, enabling
solutions for task parallel and data parallel workloads as well as
for sequential workloads. Programs are implemented in a single
programming environment and executed on systems containing
both CPUs and CUs.

HSA provides a programming interface containing
queue and notification functions. This interface allows devices to
access load-balancing and device-scaling facilities provided by
the higher-level task queuing library. The overall goal is to allow
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developers to leverage both CPU and CU devices by writing in
task-parallel languages, like the ones they use today for multicore
CPU systems. HSA’s goal is to enable existing task and data-
parallel languages and APIs and enable their natural evolution
without requiring the programmer to learn a new HSA-specific
programming language. The programmer is not tied to a single
language, but rather has available a world of possibilities that can
be leveraged from the ecosystem.

Queuing. HSA devices communicate with one another using
queues. Queues are an integral part of the HSA architecture.
CPUs already send compute requests to each other in queues in
popular task queuing run times like ConcRT and Threading
Building Blocks. With HSA, both CPUs and CUs can queue tasks
to each other and to themselves.

The HSA runtime performs all queue allocation and destruction.
Once an HSA queue is created, the programmer is free to dispatch
tasks into the queue. If the programmer chooses to manage the
queue directly, then they must pay attention to space available and
other issues. Alternatively, the programmer can choose to use a
library function to submit task dispatches.

A queue is a physical memory area where a producer places a
request for a consumer. Depending on the complexity of the HSA
hardware, queues might be managed by any combination of
software or hardware. Queue implementation internals are not
exposed to the programmer.

Hardware-managed queues have a significant performance
advantage in the sense that an application running on a CPU can
queue work to a CU directly, without the need for a system call.
This allows for very low-latency communication between devices,
opening up a new world of possibilities. With this, the CU device
can be viewed as a peer device, or a co-processor.

CPUs can also have queues. This allows any device to queue
work for any other device.

4. CONCLUSION

The current state of the art of GPU/DSP and other high-
performance computing is not flexible enough for many of today’s
computational problems.

HSA is a unified computing framework. It provides a single
address space accessible to both CPU and GPU (to avoid data
copying), user-space queuing (to minimize communication
overhead), and preemptive context switching (for better quality of
service) across all computing elements in the system. HSA
unifies CPUs and GPU/DSPs into a single system with common
computing concepts, allowing the developer to solve a greater
variety of complex problems more easily.
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Abstract

At the present time, computer graphics demonstrates a lot of
achievements in physically correct rendering of opaque objects and
optically isotropic transparent and translucent objects (such as
glass, diamond, or water).

This paper examines the current state of art in the algorithms for
physically accurate calculation of images of 3D scenes including
transparent optically anisotropic objects (feldspar, KDP, etc.). It
should be noted that very little work has been made in this field,
with the most important of it in this century. Only rendering of
transparent optically anisotropic objects (without absorption) is
considered here.

Keywords: photorealistic rendering, transparent objects, optical
dispersion, optical anisotropy, birefringence, polarized light,
crystals.

1. INTRODUCTION

There exist several major algorithms for rendering of 3D scenes [1,
8, 39]: scanline algorithms like OpenGL and DirectX, ray casting,
Whitted style ray tracing (WSRT), radiosity, and Monte Carlo ray
tracing. Specific rendering algorithms are their combinations and
modifications. It is well-known that all algorithms require some
specifications of the materials of scene objects. The material of an
object determines how light interacts with this object. A description
of the parameters of light coming to a point of a scene or a scene
object, that is, the directions of reflection and the fraction of light
energy reflected, is called a Local Model of Light Interaction
(LMLI) with an object. The recent developments of computer
graphics and increase in computer power make it possible to use
more complex materials and more sophisticated LMLIs to correctly
characterize this interaction from a physical point of view.

Major attention will be given to crystalline scene objects:
monocrystals and crystalline aggregates, although the algorithms
being considered can be applied to any transparent medium with a
piecewise-smooth boundary. It should be noted that the behavior of
many natural objects that are normally optically isotropic can be
anisotropic under certain physical conditions (external fields, etc.),
that is, they demonstrate birefringence, for instance, even vacuum
[35]. Therefore, an intention to more and more correctly render the
various scenes may require to use the rendering algorithms
considered here even for typical materials, such as glass. It is
appropriate to recall the following Kajiya’s statement [12]: “A
thread that runs throughout computer graphics is the quest for
detail. Nature presents a nearly infinite complexity and richness of
form over an enormous range of scales. In image synthesis it is our
task to make convincing pictures of such natural phenomena: thus
how to represent this range of scales becomes a central problem. ”

The present paper is a condensed version of our talk. It is organized
as follows: Section 2 provides a scheme of rendering based on ray
tracing. Section 3 gives a brief insight into the evolution of the
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materials. Section 4 deals with a Local Model of Light Interaction
with crystals, and Section 5 presents developments of algorithms to
render transparent optically isotropic and anisotropic objects.
Section 6 is devoted to testing/verification. Section 7 discusses
some rendering problems closely related to those described above.

2. RENDERING

Consider the problem of photorealistic rendering in the following
statement.

A scene is a set of objects, surfaces, and light sources. They are
located in the space of the scene. An object is given in some way,
and has a closed boundary. Each boundary divides two media with
specific optical characteristics. We calculate the scene image for a
given location of the camera with the following input data:

e  Procedures for finding the point of intersection of the ray with
the object boundaries (or scene surfaces).

e At the boundary point, there exists a normal, and it can be
calculated.

e At the boundary point, the materials of both media are
specified.

e An LMLI is specified for each type of boundary between
different objects/media.

e A material is specified at each point of every particular
medium.

e A material is specified for the medium filling the scene space.
The most-used approach is to assume that the scene medium
is vacuum.

The process of rendering is based on the construction of light ray
paths: from a source or camera to an object, from one object to
another, or inside transparent or translucent objects. The most
important characteristic of rays of the paths is the energy
transferred by them. The resulting photorealistic image is obtained
by calculating this energy.

3. TRADITIONAL MATERIALS

3.1 Bidirectional reflectance distribution function

A popular local model for characterizing the material of points of
opaque surfaces is the bidirectional reflectance distribution

function BRDF(@,®.), which shows the portion of energy

coming from direction @, and reflected in direction @, . This is

isotropic reflection, since it depends only on these angles. It has the
property of Helmholtz reciprocity:

BRDF (@, ®,) = BRDF (@, , @) . The existing BRDFs can be

roughly subdivided into those obtained from simulation and from
geometrical and wave optics. In most photorealistic rendering
algorithms, it is sufficient to specify the material only at the points
of boundaries between the objects/media. There are more general
BRDFs, for instance, anisotropic reflection ones [12], where, in
addition to the angles of incidence and reflection, some special
directions associated with the surface itself are taken into account.
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The phenomenological BRDFs can be subdivided into:

e Intuitive BRDFs. Example: Phong’s specular reflection
formula [39]. It is clear intuitively (according to Phong) that

cos™"™™* () makes it possible to rather realistically display
highlights in some applications.

e  Simulation BRDFs, obtained in natural experiments with the
material under study in a special setup that makes it possible
to estimate even anisotropic reflection [38].

Modeling BRDFs are obtained, as a rule, on the basis of optical
laws.

Within the class of opaque objects, some successful attempts have
been made to create BRDFs for objects with subsurface light
scattering (skin, marble, and even leaves) [9, 11].

For transparent and translucent objects, the material is described, in
addition to the BRDF, also by the bidirectional transmission
distribution function (BTDF), and the total behavior of light is
represented by the bidirectional scattering distribution function
(BSDF) at a surface point [22].

3.2 Spectral rendering

The recent increase in computer efficiency caused the practical
usage of spectral rendering (for instance, MaxwellRender —
http://www.maxwellrender.com/). In fact, a phenomenon like light
dispersion cannot be simulated within the framework of a color
model RGB to illustrate Newton’s experiment on white light
splitting, well-known from school physics. Here, more complicated
specifications of materials in the form of spectra -
BSDF (4, @, ®.), A =380..780nm are used, that is, the light

scattering function is specified for some set of waves from the
visible spectrum. The spectra of light sources are also given. For
this more precise model, the following problems are solved:

e Transformation of RGB images into spectral representation.
This is a practical problem, since most initial data are given in
the RGB format.

e Transformation of the spectral representation of an image into
the RGB format (tone reproduction). The obtained result
image in spectral form should be displayed using available
RGB-devices with a poorer color range to obtain images
producing the same impressions of the observer. Numerous
approaches have been proposed to solve this problem (see [6]).

Obviously that researchers focused their attention on the rendering
of glass products and diamonds [6, 18, 19] taking into account
absorption in the object medium [20]. The laws of optics (the
Buger-Lambert-Baer law) were used to derive a model of
absorption [28].

3.3 Polarized light

Nevertheless, a lot of objects still have to be studied, since no
physically correct models are available in computer graphics for the
interaction of light with translucent objects and media, as well as
with metals. This is due to the fact that the models in use had some
assumptions, which were characterized by Hanrahan in the
introduction chapter 2 to book [1] (1993) as follows: “The
polarization of incident radiation is an important parameter
affecting the reflection of light from a surface, but the discussion
will be simplified by ignoring polarization”. Up to now, only
unpolarized light has been considered in commercial programs of
rendering. As a rule, nothing is said about the polarization of light.
This is a justified approach, since in typical scenes the light (except
for solar light) is often weakly polarized [6].

The fact that some people can distinguish polarized light from
unpolarized light cannot be ignored [17].

Russia, Vladivostok, September 16-20, 2013

Light polarization in optics is a very important concept. However,
of interest to us are only papers on photorealistic rendering. Using
various kinds of light polarization, one can obtain a variety of
images. Consider a graphic example demonstrating the concept of
Brewster's angle (the angle of incidence at which full polarization
of reflected light takes place) [27, 28] where the light reflected from
a water surface is fully polarized. In this way, full refraction can be
achieved (http://ru.wikipedia.org/wiki/3akon_Bprocrepa).

4. LMLI OF CRYSTALS

I
]- out

m

Figure 1: Different models of light ray-surface interaction.
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Fig. 1 (top) presents a typical BSDF, which is the most general case
of behavior of a ray (or path) after it falls on the surface of a

translucent object. The possible directions of reflection 1, and

refraction T, and the portions of energy going in these directions

are taken into account. A function that is typical for the Whitted
algorithm of ray tracing is shown in the center of Fig. 1 [25, 39].
Here L is the direction to the point light, R is the corresponding

vector of the reflected ray, and T, is the vector of the refracted

ray. Whereas for the incoming ray |, the reflection distribution

function is fully represented by the outgoing rays |_ . in the model,

out

refraction takes place only along the single ray T__, which depends

out !
on |, and is calculated by the Snell law. Fig. 1 (bottom) shows the
most general case of response of a transparent crystal surface to an
incoming ray |, . Reflection in one or two directions of reflection

(R, and R,) and refraction in one or two directions of refraction (

T, and T,) are possible. Hence, the incident ray can give a
maximum of only four directions of outgoing rays.

Thus, the BSDFs are piecewise-continuous functions of directions.
This key property of the functions is a basis of many rendering
algorithms. The continuity allows one to perform linear
approximations, specify these functions with the help of tables, etc.
As for crystals, this is the sum of delta-functions.

As for ray tracing in scene rendering, a ray must contain, in addition
to geometrical information, some information about the
polarization of light carried by this ray. Several concepts of
polarization have been successfully used in solving the problem of
rendering: coherence matrices, Stokes vectors, and Mueller
matrices (see, for instance, [6, 28]).

From an optical point of view, all transparent and translucent media
can be subdivided into isotropic and anisotropic ones. In isotropic
(semi)transparent media (glass, diamond, water) all directions of
light propagation are equal, whereas the anisotropic media effects
on light propagating in different directions will differ from one
another. Well-known representatives of anisotropic media are
crystals, for instance, feldspar (calcite). Anisotropic media have
specific directions, called optical axes. Isotropic media do not have
optical axes. If a medium has only one axis, it is called uniaxial,
and if it has two axes, it is called biaxial. An important property of
optically anisotropic media is birefringence (that is, double
imaging) and double reflection (see Fig. 1, bottom). Thus, one or
two reflected and one or two refracted rays can be generated at the
boundary of anisotropic media for a single incident ray.

Fully transparent media are important, because absorption
(translucence, medium's color) and optical activity [28, 15, 16] are
significant only inside the medium. However, the direction of
(reflected and refracted) rays generated by an incident ray is
calculated in the same way both in absorbing and transparent
media.

The first important works that appeared in the last century are as
follows:

e [27] - a mathematical model of the phenomenon of
polarization which can be applied in computer graphics is
constructed. This model is based on coherence matrices and
takes into account a possibility of partial ray polarization,
elliptic polarization. A possibility of polarization under
reflection from surfaces of dielectrics with incidence under
Brewster's angle is also consirdered. However, in this case
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only reflection from isotropic dielectrics is taken into account.
The question of the degree of polarization of a ray reflected
from the surface of a birefringent crystal still remains open.

e  [14] - the problem of ray incidence from an isotropic medium
to a uniaxial one is considered. Formulas to calculate the
directions of generated rays are presented.

e [15, 16] — these papers are devoted to ray tracing. The
directions and degrees of polarization of generated (reflected
and refracted) rays are calculated. Thus, a calculation of
energy is performed, which makes it possible to correctly
calculate the intensity of light energy. Uniaxial absorbing and
active crystals are considered.

e [21] - an algorithm to simulate birefringence in uniaxial
crystals, specifically, simulation of polarization effects using
coherence matrices, is considered. This is the first paper
which presents an image for a test scene including calcite and
a polarizing filter; the test image is colored.

The following papers of interest appeared in the 21st century:

e In paper [32], the first attempt is made to formulate the
problem of crystal rendering.

e  Determination of generated rays (without calculation of
polarization) is made in [13, 14, 33, 34, 40, 41].

e  Determination of generated rays (with calculation of
polarization) is made in [5, 10, 23, 24, 30, 36]. Paper [5] is an
extension of [30, 36]. Paper [23] describes a theory, without
any experiments.

e  Atestimage is presented and calculated in [5, 10, 24, 30].

Papers [14-16, 23] were used in the development of LMLIs for

crystals.

There are a lot of important papers that should be included in this
context, but they are typically devoted to finer optical effects and
are not mentioned in papers on computer graphics of anisotropic
objects.

The calculation formulas are based on the physical laws of
electromagnetic wave propagation by solving Maxwell's equations.
The fundamental references are books [28, 42].

The derivation of major formulas for the calculation of generated
rays is very important. Since the books on crystal optics usually do
not care about applications of computer graphics and, therefore, do
not contain the required formulas, the formulas are derived by
specialists in photorealistic rendering. A geometrical /
trigonometrical approach is mainly used, although in some papers
matrix calculations are used [15, 16]. A covariant method [42] is
used in [5, 30]. It should be noted that many of the papers do not
consider the purely isotropic case at all.

The domain of applicability of a local model of light interaction is
defined by the available formulas. Each object or medium in a
scene can be characterized from an optical point of view in the
following way: 0 — isotropic medium, 1 — uniaxial medium, 2 —
biaxial medium. Then the types of boundary between objects and/or
media can be denoted asi = J, that is, the LMLI calculates the

generated rays if a ray falls from a medium i to the boundary with
a medium j . All above-mentioned papers are devoted to LMLIs

providing formulas for boundaries with one isotropic medium.
Only paper [5] proposes a unified LMLI algorithm for any
boundary type. In nature, minerals most often have the form of
crystalline aggregates (“conjoined monocrystalline parts”). Thus, a
LMLI for the boundary between two anisotropic media is
necessary.

Also, one should mention an attempt to formalize a material in the
form of a VRML [7] extension made in paper [30].
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Figure 2: Variants of a virtual scene.

Real rendering of test scenes with crystals is presented in papers [4,
10, 13, 30]. Fig. 2 presents nine variants of a virtual scene
consisting of a transparent cube. The cube is lying on a plane white
square with a black cross drawn on it. The left column (cells 1, 4,
7) has cubes from isotropic materials, the middle column (cells 2,
5, 8) has cubes from uniaxial materials, and the right one (cells 3,
6, 9), cubes from biaxial materials. In the two upper rows of images
(cells 1 — 6) the cube is made from a monocrystal, only for the top
row the camera is located right in the center, and in the second row
the camera looks from one side. In the lower row (cells 7 — 9) the
cubes are aggregates. They consist of two layers - two half-cubes
with different optical characteristics: cell 7 — layers with different
refraction coefficients, cells 8 and 9 — layers with different
directions of optical axes.
e The images in the left-column cells can be obtained using
numerous commercial programs (for instance, Maxwell).
e  Using algorithms [10, 24], one can obtain images in cells 2
and 5.

e  Using algorithm [13], one can obtain “sketches™ for images in
cells 2, 3, 5, and 6. In this case the colors will not be correct,
because energy balance cannot be calculated.

e  Using algorithm [5], one can obtain any of the nine images.

Some more remarks should be made to provide a better

understanding of the peculiarities of rendering scenes with

transparent objects.

In the process of rendering, the following light ray paths are
constructed: from a source to an object, from one object to another,
inside transparent and translucent objects.

A polarized ray is considered in [5] as a structure containing: 4 —
light wavelength; P, —ray origin point; Ty — direction vector (ray
vector); M — phase propagation vector; CS - system of
coordinates of the ray; J — 2x2 coherence matrix; ray type
(isotropic, ordinary, extraordinary, fast, slow [28]). CS and J
define the degree of ray polarization. All these parameters are

calculated after determination of the directions of the generated
rays.

Russia, Vladivostok, September 16-20, 2013

With recursive algorithms of backwards tracing like the Whitted
algorithm [25], a tree of backwards tracing is constructed. At each
node, up to 4 descendants (Fig. 1, bottom), and not 2, as in the case
of isotropic objects (Fig. 1, center), are generated. Only paper [31]
describes an implementation of tracing and branching into 4
descendants. In the other papers, no attention is given to this
question. Once the tree of paths from the camera is constructed, it
is passed in the reverse order to collect the energy.

It is much more expensive to calculate the polarization of generated
rays rather than the direction of the generated rays themselves.
Therefore, polarization is not calculated in the tree construction. In
the process of energy collection from the leaves (light sources) to
the root, for every ray connecting a descendant node with its
predecessor all its generated rays (as for an incident ray) and the
degree of their polarization are fully calculated.

It should be noted that under reflection from a diffuse surface the
ray becomes unpolarized, regardless of the state of polarization of
the incident ray [27].

6. VERIFICATION

Traditionally, expert estimates (when one or other effect is correct
from the point of view of an expert) are used to verify algorithms
of photorealistic rendering. For instance, pioneering paper [21]
shows that an image calculated for a photo of a tiger screened by a
birefringent crystal demonstrates birefringence. Similarly, in
papers [10, 24] it is proposed to compare visually photos with
calculated images of corresponding virtual scenes.

A more accurate approach was used in the project Cornell Box [2]
to demonstrate the real performance of a radiosity algorithm, where
a calculated image and a photo are compared pixel-by-pixel.
However, for this it was necessary to exactly specify all materials
of the scene surfaces and camera setup.

In papers [4, 29], some problems of verifying the algorithms for
rendering of (semi)transparent crystals are considered, and it is
proposed to organize a common database of specific tests and rules.
Paper [3] gives a sketch of such a base. An example of verification
from [5] is given in Figs. 3-5.

7. OTHER PROBLEMS AND ALGORITHMS

In the above-mentioned papers, additional optical effects are

considered:

e  Fluorescence. This is a phenomenon where a substance
changes the wavelength of light. In paper [26], some
fluorescent paints are simulated.

e  Pleochroism. This is a phenomenon where absorption in an
anisotropic medium depends on the direction and state of
polarization of a ray (see [36, 37]).

e  Optical activity. Some crystals (for instance, quartz) rotate the
plane of ray polarization during propagation through a crystal
[15, 16].
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Figure 3: Photo of a real scene.
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Figure 4: Calculated image of a virtual scene.

Figure 5: Pixel-by pixel difference of images.
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Robust Silhouette Shadow Volumes on Contemporary Hardware
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Figure 1: The Figure shows the difference between the original algorithm and our robust algorithm. The right image of each couple shows
result of our robust algorithm. The first couple of images shows very simple model, where artefacts are most visible. The second couple shows
artefacts on more complex model, which could appear in real applications.

Abstract

The paper describes an algorithm, which produces shadow volumes
for an arbitrary triangle model without visual artifacts. The algo-
rithm has been implemented, optimized, and evaluated for a num-
ber of contemporary hardware platforms. The main contribution of
the paper is removal of visual artifacts caused by limited precision
of floating point arithmetics. The paper also presents an overview
of the implementation and result of the optimizations on individual
platforms. Finally, the conclusions are drawn and the future work
is outlined.

CR Categories: 1.3.3 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Display Algorithms 1.3.7 [Computer
Graphics]: Three-Dimensional Graphics and Realism—Radiosity;

Keywords: shadow volumes, silhouette, OpenCL, GPGPU, ge-
ometry shader

1 Introduction

Shadow volumes (SV) method is a traditional and popular method
for shadow casting in computer graphics. It has been introduced
in 1977 [Crow 1977]. Later on, in 1991, SV algorithm was im-
plemented in stencil buffer hardware [Heidmann 1991]. This im-
plementation is generally called z-pass method. This method, how-
ever, is not robust. It produces incorrect shadows when the observer
is inside a SV itself. This problem was addressed in 2002 through
a method called z-fail [Everitt and Kilgard 2002].

An alternative for rendering shadows is shadow mapping [Williams
1978]. It is very frequently used as it generally offers high per-
formance; however, the shadow maps approach suffers from visual
imperfections caused by the limited shadow map resolution. The
shadow map approach is massively used in game industry where
high performance is critical and scenes can be adjusted so that vi-
sual artefacts are not too visible or do not occur. On the other hand,
these features limit the applicability of the approach in e.g. CAD
systems, where the scene is given by the model being constructed
and may be incompatible with the requirements of the shadow maps
approach to work well.

While the SV approach produces per-pixel correct results, they are
affected by some performance issues. In its simple form, the ap-
plications were using a SV generated for each triangle of the ob-
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ject geometry, which could be very rasterization demanding. This
fact lead to development of more sophisticated methods, which
construct a SV only from the possible silhouette edges of the oc-
cluder geometry, that has positive impact on fill-rate. The first one
to propose an algorithm of silhouette extractions using the con-
sumer graphics hardware was [Brabec and Seidel 2003]. Later on,
[McGuire et al. 2003] managed to implement the algorithm solely
using vertex shaders. Furthermore, [van Waveren 2005] extracted
the silhouette edges using the SSE2 instructions on CPU. Finally
in [Stich et al. 2007] the geometry shaders were used for silhouette
extraction.

Many of the of these algorithms expect 2-manifold objects as
their input. More general objects were considered by [Bergeron
1986], who focused on manifold objects with a boundary edge case.
[Aldridge and Woods 2004] further removed constraints on the in-
put model but oriented non-manifold meshes are expected. Finally,
[Kim et al. 2008] presented the algorithm that works with any non-
manifold mesh objects. The overview of above methods can be
found in [Kolivand and Sunar 2013]

Unfortunately, during the implementation of the algorithm pre-
sented in [Kim et al. 2008] we found out that the algorithm is not
completely robust and often produces result with visual artefacts.
This is caused by limited precision of floating point arithmetics.
Thus, we developed the proposed robust algorithm, based on [Kim
et al. 2008], that is free from visual artifacts. Additionally, we opti-
mized the algorithm for a number of contemporary hardware plat-
forms, such as modern CPUs and GPUs. The paper describes the
algorithm, presents an overview of the implementation of the pro-
posed improvements and optimizations and assesses performance.
Finally, the conclusions are drawn and the future work is outlined.

2 Algorithm description and Robustness im-
provement

The algorithm, described in [Kim et al. 2008], generates the output
shadow silhouette based on the triangular mesh representing the
model and the position of light source.

2.1 Description of the algorithm

The algorithm can be briefly described as follows:

Input: model represented as a triangular mesh and light source
position.
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Output: silhouette represented by a set of edges selected from the
input model.
Algorithm:

1. The triangular model is converted into an edge representation.
Every edge occurs only once even though it is shared among
more triangles. Each edge in the new representation is de-
scribed by its vertices and list of all opposite vertices (OVs).
The OVs are vertices of the triangles sharing the edge that do
not belong to the Edge. See Figure 2.

2. For each edge from the edge set, an oriented light plane (LP)
is evaluated from edge vertices and the position of the light
source.

3. For each OV belonging to the edge, multiplicity is calculated
as +1 or -1 depending on which side of LP the OV lies. If the
OV lies exactly on the LP, its multiplicity is 0. The final mul-
tiplicity of an edge is given by the sum over the multiplicities
of every OV. See Figure 2.

4. Finally, the set of edges forming the silhouette is a subset of
all the edges such that their multiplicity is not 0.

Multiplicity Tyt
+1+1-1=+1

Figure 2: Multiplicity of Edge PO-Pl for the Opposite Vertices
(OVs) TO-T2.

2.2 Implementation and problems

The above mentioned algorithm processes the model with the by
edge” approach. The multiplicity could also be calculated with the
”by triangle” approach (with identical results). In parallel imple-
mentation, the ’by edge” approach, used in this paper, is better than
”by triangle” implementation, although the later may seem more
natural. The main reason is that the edges are independent to each
other, so this avoids concurrent memory writes. While the by trian-
gle” approach would lead to usage of atomic operations. Therefore,
the ”by edge” implementation is exploited.

The algorithm assumes that the evaluation of multiplicity is con-
sistent within each triangle. Unfortunately, this is not the case for
floating point arithmetics used in HW. Let us consider an example
as shown in Figure 3 In the “by edge” approach, the multiplicities
could be evaluated inconsistently for the triangle which is (almost)
parallel to the LP. While the error was demonstrated for a single
triangle model, such error can occur in a more complex model for
individual triangles and ruin the whole silhouette leading into visi-
ble artefacts in shadows (see Figure 1).

2.3 The proposed robust algorithm

The proposed algorithm resolves the above issue connected with the
inconsistency of triangle edges multiplicity evaluation. The main
idea of the improvement is that the triangles, where the inconsis-
tency can occur, are removed from the silhouette calculation. Be-
cause these triangles are (almost) parallel with the LP (their shadow
volume would be zero), they cannot affect the shape of the resulting
shadow. In fact, the removal of the triangles is equivalent to eval-
uation of its edges multiplicity to O which would occur in triangles
parallel to the LP if the precision was not limited.
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Figure 3: The grey triangle generates a SV. The green and red tri-
angles represent the two orientations of the light plane (LP). The
lower part shows erroneous calculation. In the upper right part,
triangle is in front of LP with respect to the viewer. In the lower
right, this is incorrectly evaluated, therefore the vertex VO is as-
sumed to be behind.

The question is “What is the most efficient way to remove such
triangles?”. Note that while the “’by triangle” approach permits to
simple discard the computed triangle, the by edge” approach does
not. One possible solution would be to evaluate "how close to par-
allel” the triangle is to the LP but in this case, the evaluation would
have to be consistent for each triangle edge leading more or less to
the same problem. Therefore, a solution was taken to “simulate”
evaluation of the “other two edges” of the triangle formed by the
edge and each OV. Our modification to the original algorithm is
modification of step 3:

3. For each OV belonging to the edge a triangle is formed from
OV and the edge. The multiplicity is evaluated for every side
of this triangle and its remaining vertex as +1 or -1 depending
on which side of LP the vertex lies. If the vertex lies exactly
on the LP, its multiplicity is 0. If the evaluation of the mul-
tiplicity is inconsistent, the triangle is disregarded (the OV
multiplicity is set to 0). Note also, that the same order of ver-
tices and edges in triangles must be preserved for each edge
evaluation. The final multiplicity of an edge is given by the
sum over the multiplicities of every OV. See Figure 2.

The actual multiplicity evaluation for the edge AB for the light
source position L and set O of all OV, each in homogeneous co-
ordinates, is as follows:

The LP itself is defined as:
V-=(_L,-A,L,,L, —A,L,,L, — A.L,)
N = normalize((A — B) x V)
LP = (N,,N,,N,,—-N-A) 1)

The multiplicity of the edge is:

m = Z sgn(LP - o) 2)

ocO

Where |m| denotes the number of times the side of SV, extruded
from this particular edge, is actually drawn/rendered.

Of course, the evaluation of the above set of expressions, for each
edge of the triangle (instead of just once for each triangle), intro-
duces a computational overhead. While some subexpression results
can be reused, a significant overhead remains. However, it turns
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GF650Ti | AMD7950 | HD3000 HD4000 GF650Ti | AMD7950 | HD3000 HD4000

CPU 49/50 | 129/13.9 | 99/11.2 6.3/59 CPU 49 | 5.0 | 129| 7.8 9.9 | 11.0] 6.3 | 54
AVX+OMP | 49/5.1 | 11.8/13.5 | 10.0/124 | 6.6/8.6 5555 | 13.3] 9.6 1221 10 | 9.6 | 5.5
GS 30/40 92/98 n/a 4.4/8.7 AVX+OMP 49 | 5.1 | 129] 4.3 99 [ 62 | 6.3 | 6.0
OpenCL 42 /41 83 /80 n/a 7.6/17.7 55 55| 128] 52 12.8] 5.1 | 11.9] 6.2
GS 30 | 30 92 | 95 n/a | nfa | 44 | n/a

Table 1: Results of experiment (the first value shows FPS of the 34 | 34 156 | 124 | n/a | n/a | 6.0 | n/a
robust implementation, the second value is the original implemen- 42 | 52 83 96 n/a | na | 81 | 8.2
tation) OpenCL |54 67 [ 142 147 | wa [ wa | 11.3] 6.0

out that the cost of additional arithmetics, especially in case of ex-
ploitation of powerful computational platform, is less costly than
increased memory traffic or synchronization operations needed in
alternative approaches.

3 Experiments and Results

The experiments were conducted in order to evaluate the achieved
results, to assess feasibility of exploitation of the presented ap-
proach at the above mentioned platforms and in different applica-
tions, and to verify that the approach works well.

The performance of the algorithm was tested under these condi-
tions: the robust version compared to the original version with
no robustness, objects of simple shape compared to more complex
shapes with similar number of triangles, varying levels of geometric
complexity of the same object and scenes containing several sepa-
rated objects.

3.1 Robust versus traditional implementation

The purpose of this test was to evaluate whether at all and how much
the implementation of the robustness of the algorithm adversely af-
fects performance. The conditions for the test were made similar
to the real applications conditions in terms of the size of the scene
(~105-10° triangles). The test was performed on a scene that did
not exhibit significant occurrence of visual artefacts caused by the
traditional implementation not being robust.

The results of experiments are shown in the Table 1. Note that
performance of the robust algorithm was slightly worse than in the
traditional implementation (the adverse effect of additional calcu-
lations was less than 10% at all platforms) but this is true only in
case of scenes exhibiting no or little visual artefacts. In scenes with
larger amount of artefacts, performance of the robust implementa-
tion was mostly better and the larger the amount of artefacts, the
worse the traditional implementation perform also from the com-
putational time point of view probably due to the fact that that the
artefacts caused increase in the fill rate. Overall, quite surprisingly,
the decrease of performance in the robust method is not a problem
on any platform.

3.2 Simple versus complex shapes

The purpose of the next test was to evaluate how the shape of the
objects influences the rendering times. Therefore, scene consisting
of simple shapes, spheres, and scene consisting of complex shapes,
bunnies, similarly large in terms of triangles, were compared. The
size of the scene in this case was about the usual application size
(~6.5 - 10° triangles). One measurement was performed for the
scene consisting of more (10) objects, one for the scene consisting
of a single object but with the same complexity as in the previous
case; this was done in order to check whether the number of objects
affects the calculation speed.
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Table 2: Results for one particular GPU and one platform consist-
ing of 4 tests on different scenes: 10 individual bunnies (top left),
10 baked bunnies (top right), 10 individual spheres (bottom left),
and 10 baked spheres (bottom right).

GF650Ti | AMD7950 | HD3000 | HD4000
p— 39 135 |51 181 |53 34 |37 20
34127 [ 84161 |65 32 |44 185
39135 (57 81 |49 |32 |42 23
AVX+OMP e 193 163 |67 [ 34 | 5.0 | 24
o 33 | 165[ 8 | 650 | na | wa | 37 | 15
187 100 | 84 [ 482 [ na [ wa | 3.1 193
OpenCL 43 [ 19291 | 430 | n/a | n/a | 60 | 193
13.4] 26 22 54 n/a | nfa | 44 | 9.1

Table 3: Computational performance based on the number of tri-
angles in the scene. Results for one particular GPU and one plat-
form consisting of 4 tests on different scenes: one sphere with 10°
(top left), one sphere with 10° triangles (top right), 10x10 spheres
each with 10* (bottom left), and 10x10 spheres with 10° triangles
(bottom right).

3.3 Number of triangles in the scene

The consequent test was focused on the behavior of the algorithm in
rendering of the scene depending on the number of triangles in the
scene. The goal was to learn how the algorithm performs when the
number of triangles changes from relatively low (~10° triangles)
to relatively high (~10° triangles).

It can be seen that, as expected, performance of the algorithm de-
creases with the increased size of the object in terms of triangles.
However, what was not as expectable is the fact that on different
platforms, performance does not decrease uniformly and also that
performance is not affected uniformly in different implementations
on the same platforms. Additionally, in cases where the number of
triangles is large, performance is also adversely affected by subdi-
vision of the scene into separate objects as described below.

3.4 Number of isolated objects in the scene

The goal of this final test was to demonstrate how the algorithm
performs in dynamic scenes where typically a scene is composed
from a number of (~10-100) independently movable objects and
cannot be represented by a single object to enable for easy indepen-
dent motion of the objects. The test was performed along with the
above mentioned testing of performance with changing number of
triangles in the scene. It shows that the number of isolated objects
does have impact on results especially in case of some platforms,
probably due to synchronization and data transfer issues.

3.5 Hardware platforms

The implementation was tested on following platforms:
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AMD Radeon HD 7950 (driver version: 13.1)

e GeForce 650 Ti (driver version: 314.07)

e HD3000 integrated Intel GPU (driver version: 9.17.10.3062)
e HD4000 integrated Intel GPU (driver version: 9.18.10.3071)

First three GPUs were tested with Intel 17-2600K with 16GB RAM.
The HD4000 was tested with Intel i5-3570K with 8GB RAM. All
the measurements were carried out on Windows 7 x64 SP1.

3.6 Interpretation of results

Some of the results observed in the above tests are especially worth
mentioning and they are listed below:

e Performance of "OpenCL” implementation is very good on
all the platforms for which OpenCL is available at all. The
current solution heavily suffers from the synchronization be-
tween OpenCL and OpenGL contexts. This mainly occurs
in scenes containing many separate objects because synchro-
nization must be performed for each object. Unfortunately,
OpenCL solution is not supported by the HD3000.

e The "Geometry Shader” implementation performs well in
scenes with many separate objects. The performance declines
with increasing complexity of models more than in OpenCL
implementation.

o CPU+AVX+OMP performance is sometimes surprisingly less
than the standard CPU implementation. On the other hand,
measurements carried out on i5-3570K (Ivy Bridge architec-
ture) showed 4-30% performance increase (16% in average),
compared to standard one. Despite the fact that our CPU is ca-
pable of processing 8(4) threads concurrently, maximum per-
formance increase is only 30% in its peak. The reason is that
not all parts of the algorithm can be parallelized or rewritten
using AVX intrinsics.

It is most suitable to use OpenCL implementation (where available)
for scenes which do not contain too many (less than 100) objects.
Geometry shader solution can be used in situations where the scene
contains larger number of separated objects. CPU+AVX+OMP im-
plementation should be used on modern CPUs in situations where
the above solutions are not available. Standard CPU implementa-
tion should be used otherwise.

4 Conclusions

This paper presented a novel approach to Shadow Silhouette
Shadow Volumes that leads into a more robust implementation,
which has been tested and evaluated on a number of different hard-
ware platforms.

The proposed approach proved to be working well and producing
quality shadows with no visual artifacts. At the same time, it ex-
hibits high performance in variety of hardware platforms. As shown
in the paper, it can be efficiently implemented in CPU both using
the traditional instructions and the SIMD instructions as well as in
GPU using Geometry Shaders as well as using OpenCL.

The most efficient achieved implementation was in OpenCL for a
scene containing 10° triangles, followed by the Geometry Shader
implementation that is usable also with Intel HD 4000 platform.
However, the OpenCL implementation suffers from synchroniza-
tion slowdowns in case the scene is divided into more independent
objects. As for the CPU implementations, while they are gener-
ally lower performance than the GPU ones, the SIMD instructions

Russia, Vladivostok, September 16-20, 2013

(AVX) and parallelism boosts performance on the latest CPU archi-
tectures.

Overall, the proposed approach performs very well and at the same
time it is robust and precise in terms of per pixel precision of the
shadows. Therefore, it represents a very good alternative to shadow
methods.

Future work includes improvements of the OpenCL implementa-
tion in terms of synchronization in scenes containing more objects,
general improvements of the triangle tests. The future work also
includes more thorough evaluation on more platforms and more
scenes.
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Abstract. This paper presents a new mathematical
model of fingerprints based on representing ridge lines
as topological vectors and utilizing Delaunay
triangulation for identification. The ridges are stored in
the templates with the list of minutiae. Templates are
used to identify the fingerprint. This leads to up to 10
times speed-up in processing time while retaining the
high degree of identification precision.

Keywords: Fingerprint, minutiae, topology vector,
Delaunay triangulation.

1. INTRODUCTION

Fingerprint images (FI) identification is realized on the basis of
the templates, containing the pattern features. The basis for
template identification is minutiae representation in the form of
beginnings and endings, junctions and bifurcation of lines
[1, 3, 4]. These can be detected by gray image, though in the
process of template creation they are guided by the lines
skeleton [2, 7, 8] (fig. 1).

Fig. 1. Skeleton and minutiae points

The mathematical model of the image should depend on
necessary and sufficient quantity of features [2]. Minutiae and
ridge count between minutiae are reputed as informative in
dactyloscopy [7]. However, this count is not present in majority
of mathematical models, used in biometrics for automatic proof
of pattern uniqueness [8]. Each of such models is focused on
increasing the identification accuracy, however suffers from
drawbacks of only taking into account limited topological
information [5, 6]. For example, classical ridge count, which
should be counted along the straight line according to
criminalistics, is rarely used due to inherent complexity of
processing patterns with curvatures in the area of loops, deltas
and whorls [7,10]. This paper addresses the problem by
proposing novel representation and treatment of curved ridge
lines through topological vector representation and Delaunay
triangulation based methodology.
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2. PRELIMINARIES

Voronoi diagram and Delaunay triangulation methods continue
to receive compelling attention in the various areas of research,
and most recently, in the area of biometrics. From an early
article framing computational geometry research as one of
powerful vehicles to enhance biometric recognition methods
[1,3], to gamut of current research utilizing geometric
properties of biometric data sets [15], the number of attempts to
extract geometric information and apply topology to solve
biometric problems has increased significantly. There has been
research on application of topological methods, including
Voronoi diagrams, for variety of biometric recognition systems
[3, 6, 17]. In correlation-based matching, two fingerprint images
are superimposed and the correlation between corresponding
pixels is computed for different alignments [13]. During
minutiae-based matching, the set of minutiae are extracted from
the two fingerprints and stored as sets of points in the two
dimensional plane [3, 4, 15]. While minutiae-matching is most
widely used approach in fingerprint recognition, ridge feature-
based matching based on orientation map, ridge lines and ridge
geometry is frequently overlooked due to complexity of
matching algorithm implementation [4].

There have been a number of attempts to utilize Voronoi
diagrams in biometric research in other application domains.
Voronoi diagrams were used for face partitioning onto segments
and facial feature extraction in [17]. A method for binary
fingerprint image denoising based on Distance Transform
realized through Voronoi method was introduced in [14]. Bebis
et. al. [1] used the Delaunay triangle as the comparing index in
fingerprint matching. Their method works under assumption
that at least one corresponding Delaunay triangle pair can be
found between the input and template fingerprint images. As it
has been shown in [16], this assumption simply does not hold
due to low quality of fingerprint images, distortion in conditions
under which fingerprint is obtained, or poor performance of the
feature extraction algorithm. Another research supports this
position by showing that even small local deformation can
cause global deformation up to forty five in edge length [5]. The
research presented in this paper takes advantage of additional
information, which is ignored by fingerprint matching
algorithms — ridge geometry. It is based on ridge line
representation as topological vectors and a clever utilization of
Delaunay triangulation, which results in increased speed and
high recognition capability of the system. The method was fully
integrated in a commercial software system and is described by
a number of patents [10-12].

3. PROPOSED METHODOLOGY

The templates as a set of FI features are varied in different
software systems. Some templates formats are limited in
minutiae quantity [7]. Some features of templates are irrelevant,
but it is possible to indicate their common property: the
templates have features, being some metrics for minutiae points.
These metrics are ridge counts between minutiae and
topological vector for minutiae [7, 10, 11].
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In this paper, an image template is synthesized in the form of

r:F™ {4, Lot @)

where Fo(m):[fo(m)(x,y)]—image skeleton (fig. 1); L —
minutiae list; L, —topological vectors list for lines; L, —

accelerator vectors list for lines. Let’s introduce some
definitions.

Definition 1. The skeleton of the line is simple circuit (u,v)
with nodes U and Vv in 8- adjacency, which is near geometrical
center of the line, at that there are two adjacent nodes p, and
ps for each node pye(u,v), at that the nodes p, and ps
non-adjacent.

Definition 2. Ending is such node p; of the skeleton, that there
is one adjacent node p, for the node p; .

Definition 3. Bifurcation is such node p, of the skeleton, that
there are three adjacent nodes p,, pz and p, for the node
p;, at that any two nodes from the multitude {p,, p3, P4} are
non-adjacent in pairs.

Elements of both topological and accelerator vectors for line are
determined using minutiae, which are read from the skeleton
nodes as nodes of the graph. These vectors are derivative from
the minutiae. However, all these vectors characterize not the
area of a separately selected point, but common properties of
line as point’s multitude or a line segment. In spite of the fact
that the lists L, and L, characterize FI differently, they are

alike in that they represent description for all pattern lines, but
not for all points of the lines. This interesting property allows us
to synthesize compact templates for very fast matching.

3.1. Minutiae list

We now describe how minutiae list is formed for subsequent
fingerprint recognition. Let M; — is minutiae which is indexed
to number i. The minutiae list Ly, is in the following form

Lo = {M; =104, i), ., 4,6, pi, by i e Ly 2
where |Lp|=ny —cardinal number; (x.,yi), &, t, v, 6,
pi , h; — coordinates, direction and type of minutiae, as well as

value and direction of curvature, probability and density of lines
about minutiae. We propose to detect minutiae detected only in
the informative areas. On the fig. 1 FlI informative area is
darkened, the skeleton is black.

Coordinates (X, y;) of minutiae M; are determined by
coordinates of skeleton node [8, 9]. Direction ¢; is determined

with circuit of skeleton nodes for line endings and tree circuits
for line bifurcations [10]. Type t; {01} is determined with

skeleton nodes valence like the nodes of graph [9], where 0 —
bifurcation and 1-ending. Coordinates (x;,Y;), direction ¢;

and type t; are the basic parameters M; [7].

Value v; and direction &; of the curvature are determined by
lines direction difference in the neighborhood ¢ of minutiae
M; [10]. Probability p; is calculated as the ratio of the
average value of image quality rating in the neighborhood ¢ to
the best quality rating in the FI informative area [11]. Lines
density h; is calculated as the average quantity of lines, located
into the neighborhood & on the straight line traced transversely
to lines [7]. A value of neighborhood ¢ is assigned to 3-5 line
periods.
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3.2. Topological vectors list

We now describe how topological vectors are used as effective
representation of ridge lines. Topological vectors list for lines
L, is found on the basis of minutia list L,,, skeleton as the

matrix Fo(m) and other auxiliary matrixes, elements of which

reflect FI local features. These matrixes are formed in the
pyramid and shown in fig. 2, which present data informational
layers, distributed amonyg its hierarchical structure [2, 7].

— FOO

Fig. 2. Hierarchical structure of layers in pyramid

Topological vectors list for lines is synthesized on the basis of
all the nodes of skeleton, excluding minutiae nodes, and written
in the form of

L ={Vi={E;n, 1) flielnyjelm), @)
where V; —topological vector for skeleton nodes cluster;
|Ly|=n, — cardinal number and ny >ny; i —index like the

number of topological vector; j —number of link in
topological vector; e; — event, and IJ- — length of link, formed
with minutiae with number n;; m; —quantity of links taking
into account central line in the form of

m =4m+2. 4)

Let’s dwell on the procedure of list synthesis. In the FI
informative area the lines are marked out and an image
formalized as skeleton is formed. Two types of minutiae are
detected on skeleton: endings and bifurcations (fig. 1). Minutiae
directions (angle) point to the area of lines number increase
[10]. It is parallel to the tangent to papillary line in the small
neighborhood of minutiae M; . Every minutia is numbered and

described with coordinates, direction, type, value and direction
of curvature, probability and density (2).

Further from each minutia, we draw projections to the right and
to the left transversely to the direction vector of the minutiae
onto adjacent lines and fix the projections. On the fig. 3, the
projections are shown with dotted lines, and two corresponding
nodes of skeleton on the lines 1 and 2 are painted over.

1

A
1 :

. V3 iu
—d T
v V2
2 v

2

Fig. 3. Projections for ending and bifurcation

Let’s choose the skeleton node p; (not the minutiae) and pass
across its coordinates (x;,y;) the section to the right and to the

61



The 23rd International Conference on Computer Graphics and Vision

left at a distance of m lines transversely to the tangent to lines
being crossed and enumerate on spiral the dissected lines
(hereinafter ‘links’), which turn clockwise. The section traces
the lines curvature [11]. The section depth m is varied from
one up to eight lines to the right and the same to the left. One
line in the section forms two links. The quantity of links in
topological vector is calculated according to formula (4).

Topological vector is determined by the section. To do this, we
follow the move of every link by turns on each link, not leaving
it and beginning from the section till meeting another minutiae,
located on the link, or a projection from minutiae, located on an
adjacent line to the right or to the left of the link. The following
possible events are detected on the links, shown on the fig. 4
and represented in a binary code.

TEon ok

1101 1001 1110 1010 0101 0001 0110

By a1 0

0010 0011 0111 1011 1111 1100 0000

Fig. 4. Events

Minutiae’ number initiating the event is associated with the
event as the label (fourteen events on fig. 4) detected on the
link. The event is associated with the link label. For 0000 and
1100 events the numbers of minutiae are absent. Enumerated set
of links with formed events and minutiae’ numbers is the basic
topological vector. The event and minutiae’ number form
ordered pair (ej,n;). The event is amplified with the link

length corresponding to the distance from the section to the
position in which the event is detected. Enlarged topological
vector is formed as follows. The event, minutiae’ number and
length of the link form an ordered triplet (ej,n;,l;) . For 0000

and 1100 events the links lengths can describe the informative
areas without minutiae. The lengths of links, broken on FI edge,
are stable in the meaning that they are not shortened in case of
fool rolling of the finger.

Bit location in the event determines minutiae type, its direction
regarding the link course, its location regarding the link etc.
Events allow on-the-fly compare the basic topological vectors
and speed up the identification procedure.

Topological vectors are built for every node of the skeleton p;

(except minutiae). The process divides the lines into the links,
numbered on spiral, turning clockwise. On the fig. 5, examining
section for the node A of a skeleton line, which is locked in
ending 19, the links are enumerated as 0-17. Topological vector
of the node A is shown in the table 1. On the fig. 6, in the
section for the node B of the skeleton line, which is locked in
bifurcation 19, the links are enumerated as 0—17. Topological
vector of the node B is shown in the table 2. The sections are
shown with dotted line, and the figures represent usual mutation
[11] of ending 19 into bifurcation 19 (which can result due to
noise in the original images). Per se the nodes A and B of the
skeleton are the same.

The start of links numbering in the section for the nodes A and
B (link Ne 0) is insignificant, as since in case of FI turn over the
mirror of links numbers in the section is formed, which is easy
recognized and taken into account at Fl identification. By
analogy with the game «Puzzle» assembling is realized by the
way of joining of corresponding connectors. At the section
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depth m=4 links m, =18 for the line are formed according to
formula (4).

¢ 1617
) ' A
| —
12.13 20
A : A
—U21 8:9 23
_ |
v 4.5 v
: A
0.1 2
225 312V =
v 7,6 24§
A ! 262
25 11110 v
1
v 15'14 27
————> °

Fig. 5. Section for line with ending
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Fig. 6. Section for line with bifurcation

Table 1. Topological vector for A

Ne | Event | Index | Size
0 | 1110 22 Iy
1 1111 19 Iy
2 1110 19 l,
3 1111 22 I3
4 | 0001 21 I
5 1101 19 s
6 1010 24 lg
7 | 0010 25 l;
8 | 0011 21 lg

9 | 1111 | 23 Iy
10 | 1010 | 26 | Iy
11| 0011 | 25 | Iy
12 ] 0010 | 21 | Iy,
13 | 1010 | 20 | Iy
14| 1111 | 27 | I
15 | 0001 | 25 | Iy
16 | 0000 | -

17 | 1001 | 20 | Iy
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Table 2. Topological vector for B

Ne | Event | Index | Size
0 | 1110 22 Iy
1 | 1011 19 I
2 | 0111 19 l,
3 | 1111 22 [
4 | 0001 21 I
5 | 0101 19 g
6 | 0110 19 lg
7 | 0010 25 l;
8 | 0011 21 lg

9 | 1111 | 23 | 1,
10 | 1010 | 26 | Iy
11 0011 | 25 | Iy
12 | 0010 | 21 | Iy,
13 | 1010 | 20 | Iy
14 | 1111 | 27 | I
15 | 0001 | 25 | Iis
16 | 0000 | — —
17 | 1001 | 20 | Iy

The quantity of topological vectors can be enumerated. At the
foot of the fig. 5 with two-forked dotted arrow is shown the
zone, located between minutiae 19 and 25, within the bounds of
which for the point A at its displacement on the skeleton the
same basic topological vector is synthesized. The similar zone
between minutiae 19 and 25 for the point B is shown at the foot
of the fig. 6. Topological vectors with equal basic topological
vectors are integrated into one corresponding enlarged
topological vector, where the minimum length of link is
maximal [11]. At that their quantity is reduced by dozens of
times from the value n, <1000 to the value n; <100

according to (3). Vector V; automatically characterizes the line

or the line segment, but not the minutiae. The image
deformation, especially linear, practically does not have any
effect upon the content of the basic topological vector.
Therefore the vector is named as topological [10-12].

The proposed methodology has series of advantages. Firstly, the
section is built along the curved line, which traces curvature
direction of the crossed lines. Secondly, at the events
calculation the projection of minutiae is used, that result in
prevention of the information loss. Thirdly, the links
enumerating is turning along the gyrate without links omission.
Fourthly, at integration it is possible to choose topological
vector with maximum value of minimal length of link [11]. This
raises stability and comprehension of mathematical model.

3.3. Delaunay triangulation

After the topological vectors has been defined, we propose to
utilize Delaunay triangulation for their matching. Delaunay
triangulation is built from the minutia list L, according to
formula (2). By definition, Delaunay triangulation is a
triangulation, where circle, circumscribed around any of it’s
triangle, doesn’t contain inside any other point from L. For
the node A of skeleton line (look the fig. 5) one of triangles is
shown on the fig. 7. Vortexes of that triangle are the minutia
Ui 1Uj el iel.3) and U;}={M;IM; eLy, je{222119]
accordingly.

To choose the initial vortex of triangle let’s note that node A
placed inside the circle, circumscribed around the marked
triangle. Topological vector for the point A divides an image
with its section into two areas. To the area, containing the most
quantity of vortexes of marked triangle, direct an ordinate axis
of topological vector, and on the section — abscissa axis. Let’s
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choose the initial vortex of triangle Ug with plus ordinate and
minimum abscises’ meaning. On the fig. 7 minutia number 22
corresponds to vortex Us .

Let’s go clockwise round the vortexes of the triangle, beginning
from the vortex Us . In the sequence of minutia 22, 21, 19 let’s

compare the lengths of triangle sides s; >s,,S, >S3,53>$; and
form three bits 34, 75, 73, where » {0,1}. They are determined

with binary results of comparison. It is possible in total 7 states
of those bits: 110, 011, 101, 100, 010, 001, 000. The last
corresponds to equilateral triangle.

According to the events in topological vector for the point A
(table 1) minutiae number 22 is directed contrariwise to the link
course. This fact allows us to show the meaning of bit y, =1.
Therefore, during the clockwise round, over the vertices of
triangle sequentially, we calculate y5 =0 (is directed along the

link course) and yg=1. Since the minutia distribution is
random, there are eight possible states of those three bits.

Node A placed on a line, beginning from minutia 19. If it is
directed along ordinate axes of topological vector, let’s set the
bit y7 =1, otherwise y7 =0.

¢ 16 !17
) :
12 113 20
|
1
—21 8'9 ’3
- T °
X 52 !
1
415
y 51/ A\Q\:N‘ 19
s o -—
B
pa— ; i 5 20—
—25 1110 26 o—
- '
15 114 27

Fig. 7. Delaunay triangulation for A

Calculated bits C={y, |k €1..7} assume 112 possible states (

7x8x2). These bits are not correlating. There density of
distribution is inhomogeneous. So, we have 112 descriptors
which classify topological vectors. Such preliminary
classification of topological vectors and minutia on their
“equivalence” stable to turns and displacements of the image
and speed up fingerprint identification ten times. If n, —
cardinal number (3), accelerator vectors list is written in the
form of

La={Ci={r|kel.7}|iel.n,}. (5)

4. CONCLUSION

In this paper, we presented mathematical model of FI on the
basis of topological vectors for the ridge lines, which is stored
in the template. Topological vectors form linked graph with a
high level of redundancy. This allows connecting sub graphs of
fragmentary latents of fingerprints. List L; according to (3) can

be represented in economic format (without links lengths).
Minutiae mutation does not change the links enumerating and
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minutiae enumeration queue (tables 1, 2), that increases stability
of mathematical model.

Topological vectors stability is additionally increased by
integrating basic topological vectors into one corresponding
enlarged topological vector, where the minimum length of link
is maximal.

Additionally, the lines in the areas of loops, deltas, whirls and
essential curvatures are automatically divided with topological
vectors independently from minutiae location, which increases
stability of mathematical model.

Robust descriptions are proposed on the basis of Delaunay
triangulation, which form 112 classes and allow speeding up
fingerprint identification ten times. We tested fingerprints from
optical sensor FVC2000 DB3, FVVC2002 DB1, FVC2004 DB1,
FVC2006 DB2 on the processor Intel Pentium D CPU
3.40GHz.

An image template according consists of lists which are
mutually complementary, for them minutiae list is the
determining one. The lists are essentially different and do not
replace each other, but one of these lists can be excluded from
this template. Moreover, topological vectors can be stored
compactly (without links lengths). This allows to further
optimize memory capacity for the template storage
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Edge Based Image Comparison and Noise Removal

Vladislav Shubnikov, Sergey Belyaev
Applied Math Department of St.Petersburg State Polytechnical University

Abstract

PSNR (Peak Signal to Noise Ratio) metric is typically used to
estimate difference between two given images. Recent time more
reliable metric (SSIM - Structural Similarity) was introduced to
detect image changes/noise/etc. This paper introduces more advanced
approach for the image difference measurement based on weighted
sum of the image structure estimation and edges detection. Proposed
metric (ESSIM — Edgeted Structural Similarity) is more close to the
human image difference perception; it provides strong emphasize on
pixels near edges. The paper illustrates two image modification cases
where PSNR and SSIM cannot find difference between images, but
proposed metric can do it. Also this paper introduces a novel image
noise removal approach based on the weighted mixture of bilateral
method and advanced edge detection approach.

Keyword: Image Similarity; Image Processing; Edge Detection;
Noise Removal; Image Quality Metrics;

1. PREVIOUS WORKS

Image noise removal techniques are widely used for many human
activities: professional and amateur photography, aerospace
photography, medical images processing, images classification, face
detection, etc. To estimate quality of a method for noise removal, you
need to do the following pipeline. On the first step to get from
somewhere a source image with more or less good quality. Then
RGB color information is converted into YCrCb or YUV or other
color space, where color intensity information is concentrated in the
one channel (not in 3 channels like in RGB color space). On the
second step you should introduce some artificial noise into the image.
On the third step the method under testing is applied to the “dirty”
image, so denoised image is produced. On the fourth, last step, the
denoised image is compared with the source image: the less
difference, the better noise removal quality. It is very important to
use good metrics for image similarity / difference estimation. In the
[2] there is a good review of popular image quality metrics, started
from simplest PSNR and continued to more complicated techniques.
There are also very interesting approaches proposed, but not all of
them are implemented. Implementation of one idea - using edge-
based measurement - is described in this paper. The paper [4] gives a
prove that SSIM measurement is more natural in comparison with
PSNR.

Nowadays there are a lot of image removal techniques, and modern
approaches try to receive excellent denoising quality for reasonable
time. Most of simple convolution methods with static convolution
matrix provide very fast image denoising, but unfortunately, add
significant blurring on the edges. To keep edges structure is very
important for human perception. Bilateral filtration [5] is more or less
good solution for this task. We propose some improvements into this
well known method to reach better denoising results.

2. IMAGE DIFFERENCE CALCULATION APPROACH

Using SSIM measurement (described in [4]) as a basis, we will
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modify calculation a little bit and introduce the new coefficient,
significantly affecting the result value. According to [2, 4] and many
other sources, for given two images P, and P, SSIM calculation
sequence is:

1 HAwa H-1W-1
= W*HZ;;;P(I D oay=gm ;;Py(l i)

where W, H — image dimensions (should be the same for both
compared images). Here ,, [, - so called mean values for images Py
and Py. After that we can calculate value, which characterizes
contrast for each image:

w1 o 2
Cx W *H 120§P(I’J)_ﬂx]
2

1 H-1W =
Cy=c [P (i, J)—u ]
y = y

W*H -145
We can also calculate correlation between images, using the
following formula:
1w -1
P, §) = a1, *[P, G, ) — | F
SR ,
or each image we have 3 feature-related values, and can calculate

three coefficients, characterizing luminance, contrast and structure
(covariance) differences between images:

‘ (24,0, +C,) _lece,+cy)
"l +C) 0 (CC+C,CL+C)
(R +C,)

Ks= (cc,+c,)

where C,, C,, C3 — constants to avoid division by zero.

Resultant SSIM value will be multiplication of previous coefficients
K, K. and K. Below, in the section 4, we will show significant
drawbacks of SSIM criterion.

Now let us imagine that for any input image we can build the image
which describes edges, detected in the input. Values close to 0,
describe smooth image areas; values close to 1, describe strong edges.
Talking “edges” we assume significant intensity difference in
neighbourhood pixels. There are a lot of possibilities how we can
calculate edge map. Adding weights to the contrast and correlation
calculation, we can introduce edge-dependant contrast and
correlation:

65



The 23rd International Conference on Computer Graphics and Vision

H-1W-1 2

> 2 W, (i, NP 1)~ a1,
CX:J70I70H1W1 -
W, (i, )

j=0 i=0

H-1W-1 o o 2

> > Wi )[R, G ) -4,]
Cy === H-1W-_1 __
> > W, (i, )

=0 i=0

where W, — weight matrix with values in [0..1], describing edge
feature for pixel Py(i,j). We will use only one weight matrix, created
from the first image, to create dependence on edges. In this approach,
the first image assumed as original and “clean” image, the second
one is the result of denoising procedure. Edge-weighted correlation
will be calculated as:

Evfwx(i, DIPG = ][R, G 1) - 1]
R, =" S

W, (@, J)

Also, we introduce contrast correlation (D) and weighted contrast
correlation (Dy):

H-1w-1

> S [(PG i) - s4,)~ (P, G, i)~ )f

D_]OIO

j=0 i=0

W*H -1
> YW PG D - )~ (PG D) -, )
D, = — HIw_1 F
> 3w, )

or the new introduced image characteristics we will calculate a
special coefficient, showing relationship between D and D,,:

_ (b+c,)
“ (D+D,+C,)

For the images which have noticeable difference in edge areas, K,
drops down to zero. Finally, we can calculate resultant ESSIM value:

ESSIM =K, *K,*K, *K,,

ESSIM value has the same meaning, as SSIM: 0 means absolutely
different images, 1 means the same images. The more ESSIM close
to 1, the more similar images are.

3. EDGES CALCULATION

In the previous section we have introduced special matrix W,, which
describes edges existence for each original image pixel. For the sake
of simplicity we can calculate W, values, based on [7] with sequence
of the following operations. First, we will smooth input image in
order to roughly remove noise artefacts. For this purpose any
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smoothing convolution can be applied. Then we calculate two
gradient fields: G, and Gy:

Gx(x,y):iiPx(XJri,erj)*KGX(1+i,1+j)
j=-1li=-1
Gy(x,y):iiPy(x+i,y+j)*KGy(1+i,1+j)
where KGy andJ KCl;I_y aie simple kernel matrices used in convolution:
-1 01 1 2 1
KG,=|-2 0 2/KG,={0 0 O
-1 01 -1 -2 -1

Gy and Gy values describe intensity gradients in both directions:
horizontal and vertical. KG, and KG, are well known under the name
of Sobel operator kernel. Final “edge” feature value for any image
pixel (x,y) can be calculated as:

W, (x,Y) =G, (%, y)* +G, (%, y)’

Fig. 1 and 2 show detected edges, calculated by this formula for
different test images (original images are on the left):
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notice that right image looks more “corrupted”. This impression can
be received after edges observation: on the left image they are more
“perfect” and human eye can “decide” that left image is of higher
quality in comparison with right one. This effect is very close to the
well-known Mach bands optical illusion, illustrating that human eye
will see the same color in different ways, depending on the edge
changes. Very good review of optical illusions can be found in [1]
and [3]. Comparison between last two distorted images and original
image gives not significant difference both for PSNR and SSIM
measurements, but proposed ESSIM measure will detect noticeable
difference, as shown in Table 1.

Table 1. Comparison of three image difference criteria for the
synthetic image

Image modification PSNR SSIM ESSIM
Noise in non-edge areas 29.53 0.9992 | 0.9682
Noise in edge areas 29.98 0.9990 | 0.5088

PSNR estimation detects the right image as more similar to the
3 o ) original than the left one. SSIM measurement shows that both
Fig. 2 Edges for Girl, Light House and Macaw images modifications are the same and only ESSIM displays significant
difference between two distortions according human perception: right
one is more noticeable.

4., TEST RESULTS A set of natural test images is shown on Figs 5-7. They are results of
various modifications of Girl image (Fig. 2). The differences between

Let us first test sensitivity of the proposed ESSIM metric as these images and source one calculated by three criteria

compared with well known metrics for a synthetic image. For
example, for test image Fig. 3.

(3

Fig. 5 Higher contrast image (left); negative image (right)

Fig. 3 Test sample image

We will insert artificial white Gaussian noise into this image in two
different manners: the first approach will touch input image areas
without visible edges; the second approach will change pixels around
image edges, as shown on Fig. 4.

Fig. 6 Light Gaussian blur; lossy compression

Figure 4: Very similar light modifications, applied to the
different areas

In both cases corrupted area has the same size (in pixels), noisy
pseudo-random fluctuations are the same too, and both modifications
have equal noise range. Important difference between images is the Fig. 7 Light blurring; RGB components modification (R+10, G-
areas, where pixels are modified. It is possible (but not very easy) to 5, B-5)
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are shown in Table 2.

Table 2. Comparison of three image difference criteria for natural
images

Image modification PSNR SSIM ESSIM
Contrast 27.44 0.9767 0.3947
Negative 10.87 0.9454 0.6778
Added Gaussian noise 29.98 0.9892 0.5066
Lossy compression 28.66 0.9886 0.3530
Add light blur 26.43 0.9870 0.2489
RGB channels modification 100.0 0.9997 0.6703

In all cases ESSIM appears to be more sensitive to distortions than
two well-known criteria. Of course, image blurring, contrast and loss
of details are the strongest distortions affecting edges. We see
corresponding large ESSIM differences for these modifications. Last
image modification is most interesting: each pixel red color
component was increased by 10 (for the color component range
[0.255]), and green, blue components were decreased by 5. Both
PSNR and SSIM detect no changes in image (but distortion is
noticeable by eye), but ESSIM detects significant changes.

Yet one more interesting image comparison is received after RGB
components modification (R-=20; G+=10; B+=10), applied to
synthetic generated image Fig. 8.

Fig. 8 Synthetic test image (left) and its light rgh components
modification

Here SSIM value is equal to 0.9995 (which means that images are
almost the same), but ESSIM is equal to 0.5730.

5. IMAGE NOISE REMOVAL METHOD

Bilateral filtering was introduced in [5] and uses more advanced
approach as compared with simple Gaussian weighted non-linear
filtration. Tricky data driven weight calculation is a famous way to
produce new noise removal algorithms. Based on classical bilateral
approach, a special combination of two different bilateral filters is
introduced in [6]. Big disadvantage of this method is a hidden weight
coefficient calculation based on the difference between medians for
neighbouring pair of image pixels. Here we introduce a new
approach for weights calculation. Let W and H be image dimensions.
Let N — radius of the square shaping neighbourhood around each
image pixel (x,y). Neighbourhood area is required to take into
account some pixels around (x,y). The size of the neighbourhood area
is equal to:

S = (2N+1)(2N+1)

Based on the non-linear filtering, we need to compute the new
intensity of the pixel (x,y):
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> Swli, DPx+iy+ )
P'(x,y)= J}NI}NNA N+l

> 2w j)

j=—Ni=N

Increasing value of N we make the calculation more “integrated”.
Negative impact of increasing N is increased calculation time.
Classical bilateral filter approach uses the following formula to
calculate weights in pixel (x,y) neighbourhood:

(2+j%) [P+ y+D)-POGY)P
202 e 207

w(, j)=e
Here o5 and o, are so called spatial and radiometric constants,
operator | P(x+i,y+j)-P(x,y) | is a squared difference between
intensities of central pixel (x,y) and current pixel in its
neighbourhood. Formula for w(i,j) calculation shows a simple
principle for weight calculation: result weight is depending on two
weights components multiplication - spatial and radiometric
components. Pixel (i,j) in the neighbourhood of (x,y) will be
weighted less with increasing distance between (x,y) and (i,j). Pixel
(i,j) will be weighted less if difference between intensity value of this
pixel and central pixel will increase, radiometric coefficient will be
smaller. Talking simpler, if we have very similar intensities in the
pixel (x,y) neighbourhood, we will calculate average intensity for this
neighbourhood. If intensity of the central pixel (x,y) differs much
from the intensities in its neighbourhood, the weights of
neighbourhood pixels will drop down to 0, so in this case value of the
central pixel intensity will not be modified by calculation. In our
approach we will go one step further: try to compare “edginess” of
the central pixel (x,y) and pixel in its neighbourhood (ij). If the
current pixel lies on the same edge area as the central one (the same
if both are not on the edge) we will take into account its value and
assign “large” weight to pixel (i,j). If the current pixel has different
“edginess” as compared with the central one, we will assign low
weight in this case. So, for each pixel (i,j) in the neighbourhood of
pixel (x,y) we will calculate spatial, radiometric and edginess
coefficients:

C,=i?+j%C=|P(x,y)-P(x+i, j+ j)l2
C. =W (X, y)-W(X+i,y+j)

where W(x,y) — edges matrix, created by Sobel method (was
described above in section I1). Resultant weight can be calculated as:

_(C*C,*Ce)

w(, j)=e °

Here, o is Gaussian constant, affected on “blurring” in resultant
image. Important difference between proposed method and classic
bilateral filtration is inside multiplication of components (not
addition). This will cause stronger impact of a small change in a
component on the resultant weight. For the practical implementation
it is important to change two parameters of the proposed method: the
size of the neighbourhood area (affecting whole integration) and o
value, affecting smoothness (larger values give more blurred result).

6. HIGHISO NOISED IMAGES PROCESSING

For the synthetic noise added to the good quality images, the
proposed edge bilateral method is not so impressive: it is not so
strong noticeable visual difference between results of proposed
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method and classic bilateral filtration. For natural test images the
difference is more evident: the proposed method provides less
blurring, as it is shown on Figs. 9 and 10.

Fig. 9 Caracas noised image after bilateral filtration (left) and
after proposed edge bilateral filtration (right)

Fig. 10 Girl noised image after bilateral filtration (left) and after
proposed edge bilateral filtration (right)

Using proposed approach we have applied developed filter to the set
of real life high noised digital photos in order to remove noise. Each
of Figs 11-13 show source noised picture (no artificial noise added,
left) and result of applying proposed denoising filter (right). N is the
radius of neighbourhood and o is the parameter of weight calculation
(see formulas in section 5).

Fig. 11 Face high ISO digital image after proposed edge bilateral
filtration (N=6, 6=900)

Fig. 12 Pier high 1SO image after edge bilateral filtration (N=6,
0=100, 800)
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Fig. 13 Nba high ISO image after edge bilateral filtration (N=6,
6=300)

7. RESULTS
Table 3 shows higher edge-preservation quality of the proposed
method.

Table 3. Comparison of three image difference criteria for two
denoising methods

Test image | Denoising PSNR SSIM ESSIM

name method

Caracas Bilateral 26.44 0.9792 0.3643
Edge 25.73 0.9735 0.3896
Bilateral

City Bilateral 26.21 0.9900 0.4167
Edge 25.22 0.9874 0.4508
Bilateral

Macaw Bilateral 27.54 0.9932 0.3344
Edge 27.73 0.9931 0.3569
Bilateral

Girl Bilateral 27.18 0.9746 0.3625
Edge 28.46 0.9754 0.3788
Bilateral

Light Bilateral 27.04 0.9859 0.4078

House
Edge 26.58 0.9837 0.4281
Bilateral

Better results in each measurement method are shown with bold
font. It is easy to see, that ESSIM metrics always correlate to the best
denoising method.

8. CONCLUSION

Proposed new image difference metric, based on principles more
close to human image vision. lllustrated several cases, where simple
metrics can’t detect image differences, but proposed metric can do it.
Proposed image difference metrics (ESSIM) can be used for non-real
time applications, like professional image removal tools/plugins, but
it is hard to use it for real-time applications due to high calculation
cost. Proposed improvement for bilateral filtration which can save
image features on edges and prevent edge blurring.

9. IMAGE SOURCES

Real-life (noisy) images:
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Face: Amateur photo, Canon digital camera, courtesy of Ivan
Krylov

Pier: Flickr image database
Nba: Digital Photography Forum (http://photography-on-the.net)
Special test images:

Girl, Light House, City, Macaw: Kodak image database
(http://rOk.us/graphics/kodak/). Caracas: Flickr image database
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Abstract

An automatic gender recognition algorithm based on machine
learning methods is proposed. It consists of two stages: adaptive
feature extraction and support vector machine classification. Both
training technique of the proposed algorithm and experimental
results acquired on a large image dataset are presented.

Keywords: image recognition, face detection, gender
classification, machine learning, adaptive feature generation,
support vector machine.

1. INTRODUCTION

This research is devoted to the development of an automatic
system capable to distinguish people’s gender by analyzing their
faces on digital images. Such systems can find application in
different fields, such as robotics, human-computer interaction,
demographic data collection, video surveillance, online audience
measurement for digital signage networks and many others. In
addition, gender recognition can be applied as a preprocessing
step for face recognition. Machine learning techniques used in
gender classification have universal character which allows to
apply the solutions and knowledge in gender recognition to any
other image understanding or object classification task.

There are comprehensive surveys written on face detection [5],
face recognition [13] and facial expression analysis [1]. Gender
recognition has been studied less. The comparative analysis of
lately proposed gender classification algorithms has been
presented in paper [7]. The researches have proposed algorithms
based on artificial neural networks [11], on a combination of
Gabor wavelets and principal component analysis [6], on
independent component analysis and linear discriminant analysis
(LDA) [4]. In paper [10] the authors utilize genetic algorithm for
feature selection and support vector machine (SVM) for
classification. In paper [9] an algorithm based on local binary
patterns in combination with AdaBoost classifier was proposed.
Experiments with radial basis function (RBF) networks and
inductive decision trees are described in paper [12].

A new gender recognition algorithm, proposed in this paper, is
based on non-linear SVM classifier with RBF kernel. To extract
information from image fragment and to move to a lower
dimension feature space we propose an adaptive feature
generation algorithm which is trained by means of optimization
procedure according to LDA principle. In order to construct a
fully automatic face analysis system, gender recognition is used in
connection with AdaBoost face detection classifier which selects
candidates for analysis [3]. Detected fragments are preprocessed
to align their luminance characteristics and to transform them to
uniform scale.

The rest of the paper is organized as follows. The scheme of the
proposed algorithm is described in section 2. Section 3 considers
training methodology and experimental setup. In section 4, the
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results of the proposed algorithm comparison with state-of-the-art
gender classification methods is presented. Section 5 concludes
the paper.

2. THE PROPOSED ALGORITHM

Classifier is based on Adaptive Features and SVM (AF-SVM). Its
operation includes several stages, as shown in fig. 1.

AF-SVM algorithm consists of the following steps: color space
transform, image scaling, adaptive feature set calculation and
SVM classification with preliminary kernel transformation. Input
image 4% is converted from RGB to HSV color space and is

scaled to fixed image resolution N x N . After that we calculate a
set of features {AEHSV } where each feature represents the sum of

all rows and columns of element-by-element matrix product of an
input image and a coefficient matrix ¢ with resolution NxN,

which is generated by the training procedure:
AR =3 A X G,
N N

The obtained feature vector is transformed using a Gaussian radial
basis function kernel:

2
k(z,,2,) :Cex;{_Hzla%ZzH].

Kernel function parameters ¢ and & are defined during training.
The resulted feature vector serves as an input to linear SVM

( Input Image AYFfYB )
v
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RGB—— HSV
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Fig. 1: The scheme of the proposed gender classification
algorithm.
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classifier which decision rule is:

f (AF) :sgn[zm: yiak(X,, AF) +b].

i=1
The set of support vectors X} the sets of coefficients yih o)
and the bias b are obtained at the stage of classifier training.

3. TRAINING AND TESTING SETUP

Both gender recognition algorithm training and testing require
huge enough color image database. The most commonly used
image database for the tasks of human faces recognition is the
FERET database [8], but it contains insufficient number of faces
of different individuals, that’s why we collected our own image
database, gathered from different sources (Table 1).

Faces on the images from the proposed database were detected
automatically by AdaBoost face detection algorithm. After that
false detections were manually removed, and the resulted dataset
consisting 10 500 image fragments (5250 for each class) was
obtained. This dataset was split into three independent image sets:
training, validation and testing. Training set was utilized for
feature generation and SVM classifier construction. Validation set
was required in order to avoid the effect of overtraining during the
selection of optimal parameters for the kernel function.
Performance evaluation of the trained classifier was carried out
with the use of the testing set.

The training procedure of the proposed AF-SVM classifier can be
split into two independent parts: feature generation, SVM
construction and optimization. Let’s consider the feature
generation procedure. It consists of the following basic steps:

— RGB — HSV color space transform of the training images (all
further operations are carried out for each color component
independently);

— scaling training images to fixed image resolution N x N ;

— coefficient matrix c random generation;
— feature value AR calculation for each training fragment;

— the utility function F calculation as a square of a difference
between feature averages, calculated for “male” and “female”
training image datasets, divided by the sum of feature

variances [4]:
({far=r}, )~ (far=})f

F =
AR, + AR,
TABLE |

THE PROPOSED TRAINING AND TESTING IMAGE DATABASE PARAMETERS
Parameter Value
The total number of images 8 654
The number of male faces 5250
The number of female faces 5 250
Minimum image resolution 640x480
Color space format RGB
Face position Frontal
People’s age From 18 to 65 years old
Race Caucasian
ng_htmg con(_iltlons, background and No restrictions
facial expression
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— iteratively in a cycle (until the number of iterations exceeds
some preliminary fixed maximum value): random generation
of coefficient matrix crv inside the fixed neighborhood of

matrix crsv, feature value agrsv calculation for each training
1

fragment, calculation of the utility function F, transition to a
new point (F —»F,C »C),if F>F;

— saving the matrix cr after exceeding the maximum number
of iterations;

— return to beginning in order to start the generation of the next
(i+1) feature.

An optimization procedure, described above, allows to extract
from an image only the information which is necessary for class
separation. Besides, features with higher utility function value
have higher separation ability. The feature generation procedure
have the following adjusted parameters: training fragments
resolution (N), the number of training images for each class (M),
maximum number of iterations (T). The following values, as a
compromise between reached separation ability and the training
speed, were empirically received:

N =65 M =400 T =10.

1000 features have been generated for each color component. At
the second stage of training these features have been extracted
from training images and were then used to learn an SVM
classifier. SVM construction and optimization procedure included
the following steps:

— calculation of the feature set, generated on the first stage of
training, for each training fragment;

— feature normalization;

— learning an SVM classifier with different parameters of the
kernel function;

— recognition rate (RR) calculation using validation image
dataset;

— determination of optimal Kkernel function parameters
(maximizing RR);

— learning a final SVM classifier with the found optimal kernel
function parameters.

The goal of SVM optimization procedure is to find a solution with
the best generalization ability, and thus with the minimum
classification error. The adjusted parameters are: the number of
features in a feature vector (N2), the number of training images
for each class (M2), the kernel function parameters ¢ and C .

Grid search was applied to determine optimal kernel parameters:
SVM classifier was constructed varying c=10¢ and & =10,
where k1 and k2 — all combinations of integers from the range [-
15 ... 15]; during the search recognition rate was measured using
validation image dataset. Maximum recognition rate (about 80%)
was obtained for c =1¢f and 5 =1¢¢.

Besides, we investigated the dependence of classifier performance
from the number of features extracted from each color component
— N2, and from the number of training images for each class —
M2.

The analysis shows that each feature has essential separation
ability, and at N2=30 recognition rate reaches 79.5%. At the
same time the growth of RR is observed both with the growth of
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N2 and M2 due to the accumulation of information about
considered classes inside the classifier. Thus, to obtain a
compromise between quality and speed the following parameters
were chosen: N2=30; M2=400.

4. EXPERIMENTAL RESULTS

In this section we present the results of the proposed AF-SVM
algorithm comparison with state-of-the-art classifiers: SVM and
KDDA (Kernel Direct Discriminant Analysis) [2].

Classifier AF-SVM was trained according to a technique, given
above. SVM and KDDA classifiers have far less adjustable
parameters as they are working directly with image pixel values
instead of feature vectors. To construct these classifiers the same
training base, as for AF-SVM classifier, was used. The following
conditions also were identical for all three considered classifiers:
the number of training images for each class, training fragments
resolution and image preprocessing procedure. Optimization of
SVM and KDDA kernel function parameters was held using the
same technique and the same validation image dataset as used in
case of AF-SVM classifier. Thus, equal conditions for
independent comparison of considered classification algorithms,
using testing image dataset, were provided.

For the representation of classification results we utilized the
Receiver Operator Characteristic (ROC-curve). As there are two
classes, one of them is considered to be a positive decision and
the other — a negative. ROC-curve is created by plotting the
fraction of true positives out of the positives (TPR = true positive
rate) vs. the fraction of false positives out of the negatives (FPR =
false positive rate), at various discrimination threshold settings.
The advantage of ROC-curve representation lies in its invariance
to the relation between the first and the second error type’s costs.

The results of AF-SVM, SVM and KDDA testing are presented in
fig. 2 and in table 2. The computations were held on a personal
computer with the following configuration: operating system —
Microsoft Windows 7; CPU type — Intel Core i7 (2 GHz) 4 cores;
memory size — 6 Gb.

The analysis of testing results show that AF-SVM is the most
effective algorithm considering both recognition rate and
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Fig. 2: ROC-curves of tested gender recognition algorithms.
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TABLE Il

COMPARATIVE ANALYSIS OF TESTED ALGORITHMS PERFORMANCE

Algorithm SVM KDDA AF-SVM
Parameter
rRaetzgognltlon True | False | True | False | True | False
Classified as 80 | 20 | 758 | 242 | 80 | 20
“male”, %
Classified as 755 | 245 | 655 | 345 | 79.3 | 20.7
“female”, %
Total
classification 77.7 22.3 69.7 30.3 79.6 20.4
rate, %

Operation

speed, faces/sec 44 45 65

operational complexity. AF-SVM has the highest RR among all
tested classifiers — 79.6% and is faster than SVM and KDDA
approximately by 50%.

Such advantage is explained by the fact that AF-SVM algorithm
utilize a small number of adaptive features, each of which carries
a lot of information and is capable to separate classes, while SVM
and KDDA classifiers work directly with a huge matrix of image
pixel values.

Let’s consider the possibility of classifier performance
improvement by the increase of the total number of training
images per class from 400 to 5000. Experiments showed that
SVM and KDDA recognition rates can’t be significantly
improved in that case. Besides, their computational complexity
increases dramatically with the growth of the training dataset.
This is explained by the fact that while the number of pixels,
which SVM and KDDA classifiers utilize to find an optimal
solution in a high dimensional space, increases it becomes harder
and even impossible to find an acceptable solution for the
reasonable time.

In the case of AF-SVM classifier the problem of the decrease of
SVM classifier efficiency with the growth of the training database
can be solved by the use of the small number of adaptive features,
holding information about a lot of training images at once. For
this purpose we suggest that each feature should be trained using
a random subset (containing 400 training images per class) from
the whole training database (containing 5000 images per class).
Thus each generated feature will hold the maximum possible
amount of information, required to divide the classes, and a set of
features will include the information from each of the 10 000
training images.

On the stage of feature generation 300 features were trained
according to the technique described above. After that an SVM
classifier, utilizing these features, was trained similarly as before.
Besides, we preserved the number of training images for SVM
construction equal to 400, and thus the operation speed of the
final classifier remained the same as in previous experiments — 65
faces processed per second.

The results of AF-SVM algorithm trained using expand dataset
(M =5000) and the initial AF-SVM classifier (M =400)
comparison are presented in table 3 and in fig. 3.

The results show that AF-SVM algorithm together with the
proposed training setup allow to significantly improve the
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Fig. 3: ROC-curves for AF-SVM algorithm trained on datasets of
different size.

TABLE Il
RECOGNITION RATE OF AF-SVM ALGORITHM TRAINED ON DATASETS
OF DIFFERENT SIZE

Algorithm AF-SVM AF-SVM
(M=5000) (M=400)
Parameter
Recognition rate True False True False
SIassTed as 206 94 80 20
male”, %
Classified as
“fernale”, % 91 9 79.3 20.7
Total
classification 90.8 9.2 79.6 20.4
rate, %

classifier performance in case of increasing the training database
size to 5000 images per class. Recognition rate of nearly 91% is
achieved. It should be also noted that the adaptive nature of the
feature generation procedure allows using the proposed AF-SVM
classifier for the recognition of any other object on an image (in
addition to faces).

5. CONCLUSION

A new classifier based on adaptive features and support vector
machines, solving the problem of automatic gender recognition
via face area analysis, is proposed. It shows recognition rate of
79.6%, which is 1.9% and 9.9% higher than that of SVM and
KDDA correspondingly. The possibility of AF-SVM recognition
rate improvement up to 91% in case of increasing the training
database size to 5000 images per class is shown. The proposed
algorithm allows to process 65 faces per second which is enough
to use it in real time video sequence analysis applications.
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Abstract

In this paper we propose a new approach to progressive video
rendering. We apply a multidimensional filtering to samples with
additional information about a scene along with color. Our filter
takes noisy output of path tracing with a low amount of paths per
pixel and yields the resulting movie quicker than tracing a large
amount of rays. Our approach adds only a linear member O(N) to
a path tracing computing complexity (where N is amount of
pixels). With the help of progressive scheme the resulting video
quality is improving after the every iteration. Using our approach
we can get a video of a good quality even computing 10 paths per
pixel.

Keywords: path tracing, multidimensional filtering, progressive
rendering, video rendering, video filtering.

1. INTRODUCTION

Photorealistic rendering is one of the main tasks of computer
graphics. A properly high quality and physical correctness are
provided by the Monte Carlo ray tracing algorithm [Ritschel et al
2011] (and its modifications: backward ray tracing, path tracing),
but it has a high computing complexity that complicates
application of ray tracing for real-time rendering. Often it takes
minutes to render every frame of a movie even for a simple scene.
When rendering process has finished and a user estimates the
result he may want to change it by tweaking scene parameters, so
the long rendering process should be performed again.

A small amount of rays can be used for faster frames rendering,
but it leads to highly noised results, so a filtration is necessary in
this case. But many fast denoising methods can’t safe small details
and sharp edges. On another hand, many high quality algorithms
have a high complexity and can’t work in real-time.

Aiming at achieving a high speed we apply a fast filtrating
algorithm to noisy ray tracing results. It removes the most part of
noise saving details and edges. The rest of noise is expected to be
removed with the help of progressive rendering scheme after a
few iterations.

2. RELATED WORKS

2.1. Bilateral filtering

Bilateral filtering [Tomasi and Manduchi 1998] smoothes
images while preserving edges, by means of a non-linear
combination of nearby image values. The method is non-iterative,
local, and simple. It combines gray levels or colors based on both
their geometric closeness and their photometric similarity, and
prefers near values to distant values in both domain and range. In
contrast with filters that operate on the three bands of a color
image separately, a bilateral filter can smooth colors and preserve
edges in a way that is tuned to human perception. Also, in contrast
with standard filtering, bilateral filtering produces no phantom
colors along edges in color images, and reduces phantom colors
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where they appear in the original image. The main disadvantage
of the bilateral filtering is its computing complexity which doesn’t
allow to apply the classic algorithm for real-time filtering.

Bilateral filtering is computationally expensive due to the adaptive
kernel recomputation at every pixel. [Pham and van Vliet 2005]
present a separable implementation of the bilateral filter.
Separable implementation of a multi-dimensional bilateral filter
offers equivalent adaptive filtering capability at a fraction of
execution time compared to the traditional filter.

In [Yang et al 2009] a new real-time bilateral filtering algorithm
with computational complexity invariant to filter kernel size is
proposed. Also, the algorithm lends itself to a parallel
implementation. The method gives the same output accuracy and
can be about 10x faster on average than the state-of-the-art.

2.2. Non-local denoising

Essentially different method of a non-local image denoising is
proposed by [Buades et al 2005]. This algorithm computes for
every pixel a weighted average of all pixels in the image. It
compares spatial neighborhoods of pixels and gives large weights
to the similar ones and small weights to others, so gathering
information from the whole image, though that leads to a
nonlinear complexity of the algorithm. In comparison to bilateral
filtering [Tomasi and Manduchi 1998] the non-local approach
shown better results of denoising, giving the best results on
periodic images. In [Seo and Milanfar 2008] the non-local
denoising is implemented for 3D filtration for video through
enlargement neighborhoods along time axis.

2.3. Time-coherence video filtering

A modification of the non-local image denoising is presented by
[Liu and Freeman 2010]. An integrating of optical flow into the
method is a key to ensure temporal coherence in video filtering,
and an approximate K-nearest neighbor matching reduces the high
complexity of the classical algorithm.

[Bartovcak and Vrankic 2012] present an adaptive pixel-wise
algorithm based on temporal averaging. Processing blocks of
pixels requires lots of resources, and this approach observes a
video as a group of 1D signals — one time depended signal per
each pixel. The proposed method is simple and intuitive, has a
lower computing complexity than some other algorithms. Giving
comparable to other methods results, nevertheless it has a
weakness of edges processing.

[Tawara et al 2004] propose to extend traditional photon density
estimation methods for global illumination computation by using
spatio-temporal bilateral filtering to reduce stochastic noise, while
preventing excessive blurring in reconstructed lighting. This
method is suitable for practical animation systems, where the
rendering speed is the key factor even at the expense of lower
accuracy in the lighting computation.

2.4. Multidimensional filtering

[Gastal and Oliveira 2012] present a new approach to efficiently
performing high-quality high-dimensional filtering. The method
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Figure 1. Components of the sample vector: a) color; b) time; c) depth; d) material color; e) normal direction;

f) reflected ray direction; g) shadow ray direction

accelerates filtering by evaluating the filter’s response on a
reduced set of sampling points and using these values to
interpolate the filter’s response at all input pixels. The resulting
filter is quite flexible, being capable of producing responses that
approximate either standard bilateral filter [Tomasi and Manduchi
1998]. The presented filter can be implemented for a large number
of dimensions, so it can be applied for video filtering or filtering
with additional information. For a proper choice of the sampling
points the total cost of the filtering operation is linear both in a
number of pixels and in a number of dimensions.

[Sen and Darabi 2012] propose random parameter filtering for
noisy results of Monte Carlo ray tracing with a low amount of
samples per pixel. The method considers a sample as a high-
dimensional vector of scene parameters, that allows using more
information about a pixel than its color, and computes functional
relationships between sample values and random parameter
inputs. Then the approach uses all information to compute
weights of every pixel when applying a cross-bilateral filter
[Petschnigg et al 2004], which removes only the noise caused by
the random parameters but preserves important scene detail.

2.5. Filtering for progressive rendering

[Schwenk et al. 2012] presents an approach for filtering in
progressive Monte Carlo rendering. This method performs a
strong denoising with saving sharp edges and is able to display
the first resulted image after ray tracing a few paths per pixel.
Using light path classification high-variance and low-variance
noise is separated into different buffers; the bilateral filtering is
applied only to high-variance noise. High complexity of bilateral
filtering is compensated by not each frame denoising and
accumulating new samples during filtration process.

2.6. Summary

The reviewed methods can be used for filtering video, though all
of them have disadvantages for our task. The non-local
approaches ([Buades et al 2005], [Tomasi and Manduchi 1998],
[Seo and Milanfar 2008], [Liu and Freeman 2010]) have very
high computing complexity, so they don’t fit progressive video
rendering well. The pixel-wise algorithm [Bartovcak and Vrankic
2012] has a weakness saving noise at edges, while the bilateral
filtering process edges better. The bilateral filters ([Tomasi and

76

Manduchi 1998], [Yang et al 2009], [Pham and van Vliet 2005])
show good results in image and video denoising, and can be
applied for filtering results of 3D rendering ([Tawara et al 2004]),
though they can’t be applied for high-dimensional data without

Filtering

Figure 2. Steps of the algorithm. Computing a weighted sum
and filtering.
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modifications. The filtering for progressive Monte Carlo
rendering [Schwenk et al. 2012] is not suitable for our task due to
bilateral filtering disadvantages and an absence of ability to
accumulate new samples during filtration process. Both [Gastal
and Oliveira 2012] and [Sen and Darabi 2012] approaches can
work with additional information and be applied for a large
number of dimensions, though the first one is faster and
implement a more general approach. So we use the method of
high-dimensional filtering. In contrast to [Gastal and Oliveira
2012] we apply it to filtering of videos saving time coherence but
for single images.

3. SUGGESTED APPROACH

In our implementation frames are rendered by Monte Carlo path
tracer with a low amount of paths per pixel (1-8 paths). The
algorithm takes at the input a sequence of frames with additional
information about a scene: time t of a frame for filtering,
parameter ¢ of blurring strength, a size of a window. We define
the window as a sequence of rendered frames in a definite time
range, including time t as well. (Fig. 2)

Information from all frames in the window is used for filtering the
current frame. We use a Gaussian weighted sum while an
accumulating samples from the frames. Also we can produce a
new frame if the time t is set between existing frames. In future
work we are going to avoid using a separate filter pass for time
and use filtering capability of the multidimensional filter [Gastal
and Oliveira 2012].

Each sample is considering as a high-dimensional vector: S = (R,
G, B, T, Z, Mr, Mg, Mb, Nx, Ny, Nz, Dx, Dy, Dz, Sx, Sy, Sz),
where R, G, B — computed color; T — time; Z — ray depth value;
Mr, Mg, Mb — material color; Nx, Ny, Nz — direction of a normal
to the first ray hit point; Dx, Dy, Dz — direction of the reflected
ray after the first bounce; Sx, Sy, Sz — direction of the shadow ray.
(Fig. 1) All additional data can be got from the classical path
tracer and don’t require any considerable modification of the path
tracing algorithm.

As a stopping criterion of the [Gastal and Oliveira 2012]
algorithm, a manifolds tree depth limit is chosen. The depth 2 is
considered as a good balance of denoising quality and computing
speed. The fixed depth and dimensions amount make the filtration
complexity O(N).

The algorithm works iteratively, processing the whole video
sequence and outputting the resulted video on the each iteration.
The following main steps of processing one video frame can be
marked out:

1) Accumulating information to the current frame from neighbor
frames by computing samples as a sum of all frames with the
Gaussian weights. We use the Gauss distribution with
mathematical expectation equal t and dispersion equal 1 (the value
can be varied like an algorithm parameter).

2) Performing high-dimensional filtration of the current frame,
using the method of [Gastal and Oliveira 2012]. We reduce the
blurring strength & after the each iteration [Hachisuka et al 2012]:

2

oL _i+a

ol i+l

where i — iteration number, a — a parameter from (0; 1). This way
we achieve consistency of the Monte-Carlo estimation and
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Figure 3. Output of the algorithm after 1, 10 and 100
iterations

filtering blur will be vanished when the number of iterations gets
infinite.
3) The resulted samples are added to a current frame buffer with

cumulative values of all previous iterations. The buffer contents
can be displayed right after this step.

4. RESULTS

Our implementation performs a progressive video rendering
through path tracing with 1 sample per pixel and
multidimensional filtering per iteration. The method reaches a
good output quality after 10 iterations (Fig. 3). Also the motion
blur effect, that usually radically influences performance, can be
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a) Etalon rendering. 100 spp. b) Our approach. 10 spp.

Figure 4. Comparison of progressive filtering methods.

achieved with the help of this algorithm with only small
additional performance cost.

Taking into account the additional information gives an advantage
over other non-multidimensional algorithms. Figure 4 shows that
our method yields a result comparable to etalon path tracing after
10 iterations, while Gaussian filter keeps edges blurry. Path
tracing of the equal amount of paths outputs a noisy image.

The algorithm was implemented on MATLAB with the help of the
filtration scripts of [Gastal and Oliveira 2012]. Frames samples
were got from smallpt path tracer [Beason 2010].

Taking into consideration the linear complexity of the [Gastal and
Oliveira 2012] filtering and a high speed of tracing 1 path per
pixel we expect this algorithm to work in the real-time on the
modern GPU. This is our next goal.
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Abstract

The present paper is focused on the comparison of application
results gathered from several algorithms based on
Principal Component Analysis (PCA) and non-local processing.
Its goal is to unveil the limitations, show best practices and make
recommendations of use for each of the studied filtration schemes.
Studied applications included filtration of an additive
white Gaussian noise (AWGN) and a mixed noise from greyscale
and colour images, and the removal of blocking artefacts from
greyscale images.

Keywords: image filtration, principal component analysis, non-
local processing, comparison, applications.

1. INTRODUCTION

Chatterjee and Milanfar in 2010, have shown that the theoretical
limit of image reconstruction hasn’t been yet achieved [2]. There
still are debates on how to increase performance of filtration
techniques used today. Among the widest spread methods of
cancelling an AWGN in digital images, according to [7], are the
algorithms which base on: local, non-local, pointwise and
multipoint processing types.

The main problems with the quality of reconstructed images are:
a Gibbs effect, which becomes highly noticeable on images
containing objects with high brightness contrast on their outer
edges, and an edge blurring of objects on an image being
processed. Both of these effects highly degrade an image
perception and the affected images do not suite for high demands.
That is why in addition to their primary task contemporary
filtration algorithms are generally required to reduce an impact of
the named effects.

Algorithms taken for the study originally were implemented
for AWGN filtration. However literature on digital images noise
cancelling shows that modern AWGN filtration methods used for
greyscale images may be successfully used in a series of other
digital image processing tasks. Examples of such tasks are: colour
image filtration, filtration of “raw” images, deletion of blurring
from objects’ edges, sharpening of objects’ edges, etc.

Usage of the AWGN model may be explained with the help of
statistics theory, namely — central limit theorem. It has an
important practical value and may be interpreted to describe the
work of devices containing numerous independent additive noise
sources, each of which has its own random distribution, generally
unknown. Resulting sum of these noise distributions is best
described as a Gaussian distribution. On practice AWGN model
well suits to simulate a thermal noise which is inevitably observed
in digital components such as charge-coupled devices (CCDs)
or CMOS matrixes.
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2. USED FILTRATION SCHEMES DESCRIPTION

For the present study we took two similar methods which both
used PCA and non-local processing approaches and a basic
fundamental PCA method used in both of them.

2.1 Two-stage PCA filtration scheme

The most basic method used was the modification of two-stage
PCA filtration scheme (Adaptive PCA + empiric Wiener filter
(APCA+Wiener for short)).

The first processing stage forms a first “raw” evaluation %! ofan
unnoised image x . After that, on the second processing stage,

a“fine” evaluation %!' of an unnoised image x is formed based

on the “raw” evaluation X', received after the previous stage.

We decided to test this filtration scheme along with two more
advanced ones in order to see, how the latter two perform in
comparison with the APCA+Wiener, which is one of their major
components.

2.2 Sequential filtration scheme

First, as it was noted, this scheme includes an
abovementioned APCA+Wiener filtration scheme as a base which
forms an input for non-local denoising algorithm. The latter
algorithm calculates the non-local means discussed previously [1].
As a result we receive a final non-local evaluation of the

processed pixel X' (i, j) using the following formula:

MG ) =Y g Gk DR D, ()

Wy @, j,k,1)
Zk,lwh”' @, j.k, '

2.3 Parallel filtration scheme

where g, u (i, j,k,1) = 2

The last method used in this work is a parallel filtration scheme
based on the same algorithms which were used in the previous
method.

Notable is that the “Two-stage PCA based filtration” block
performs completely the same tasks that it does in a sequential
scheme. On the other hand, contrary to the previous method,
block “Non-local algorithm of image denoising” processes a

noised image vy, not a second evaluation %' of an unnoised
image x. Wherein weight of a pixel y(k,lI) similar to a

processed pixel y(i, j) in a final evaluation 2" of an unnoised

image X, received as an output of the block, is calculated using
the formula:
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a) Noised image “Scarlett”
(28.66 dB; 0.732)

b) APCA+Wiener
(30.90 dB; 0.821)

. N -
1 )

e) Nised iage “Lighthouse” f) APCA+Wiener
(18.73 dB; 0.406) (27.45 dB; 0.824)

i) Noised image “Lady” j) APCA+Wiener
(17.24 dB; 0.293) (28.06 dB; 0.773)

¢) Sequential scheme
(30.83 dB; 0.818)

!
T

g) Sequential scheme
(27.23 dB; 0.812)

k) Sequential scheme
(28.14 dB; 0.772)

d) Parallel scheme
(30.86 dB; 0.820)

h) Parallel scheme
(27.74 dB; 0.828)

1) Parallel scheme
(28.39 dB; 0.777)

Figure 1: Examples of image reconstruction “Scarlett” (Q =5, o = 25), “Lighthouse” (o = 30), and “Lady” (o, =15, 6, =0.2)
processed by APCA+Wiener, sequential and parallel filtration schemes. In brackets PSNR, dB and MSSIM
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3. USAGE OF THE FILTRATION SCHEMES IN
MODERN IMAGE PROCESSING TASKS

In this section we will show how the described AWGN filtration
methods in addition to their primary use may be used for:
(a) denoising  AWGN-affected colour images; (b) filtration of
mixed noises from greyscale images; (c) suppression of blocking
artefacts in compressed JPEG images; (d) filtration of mixed
noises from colour images.

3.1 Removal of blocking artefacts

The task was formulated as a situation where an image
compression using JPEG algorithm is used as a noise model [5].
In this case a noise component n may be treated as a result of
distortion connected with blocking artefacts on a digital image.

Then a solution to this task may be found as dispersion o2 ofa
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noise component n. A possible way of finding 0'2, using
an a priori knowledge about a quantization matrix of JPEG

standard coefficients, is shown in [4]. In this study search of 02
was performed manually.

For our experiments on blocking artefacts removal we used the
same source of greyscale images [9]. We tested our algorithms
on 256 x 256 pixels and 512x512 pixels images.

JPEG compression quality parameter Q was used to set the

degree of compression, and 62 varied to demonstrate a
dependence of the image reconstruction quality from the filtration
smoothing parameter.

Notable is that the average increase rate for each algorithm was
relatively low both on PSNR and MSSIM scales. Images
compressed with Q =15 after the processing with each of the

algorithms were more damaged than reconstructed. Therefore it
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can be concluded that neither of the studied algorithms may be
applied to the JPEG compressed images with Q >15. Although
they remove blocking artefacts from the input image each of them
gives a decrease in MSSIM value of a reconstructed image. This
decrease is expressed in smoothing too much detail from test
images and in most cases is considered unacceptable.

Special attention through all our further test analysis was devoted
to the best performance results for each combination of variables
and an algorithms’ comparison based on this data.

Applying sequential filtration scheme to images with resolution
higher than 256 x 256 pixels proved to be inadvisable because it
showed lower average increase rates and it gave the least number
of best reconstruction results both for PSNR and MSSIM. In
addition it was observed that in higher resolution images
the MSSIM decrease becomes more exponential and PSNR
decreases linearly with the Q growth. However APCA+Wiener
filtration scheme which showed the minimum number of best
results for 256 x 256 pixels images performed much better on
512x512 pixels images and its average quality increase rates on
average were better than the ones of sequential filtration scheme.
This makes us consider the APCA+Wiener filtration method
applicable for this task. On the other hand, parallel scheme
strengthened its positions among the compared algorithms.

Results of JPEG compressed greyscale digital images filtration
with the discussed filtration schemes are visualised on Figure 1 on
example of “Scarlett” 512x512 pixels image. Hereinafter only
fragments of images are shown for easier comparing.

It can be concluded that all the named filtration methods may be
successfully applied to the task of removal of blocking artefacts
with the notion to the listed limitations, however the reconstructed
images quality shows to be relatively low and thus a further
research in this area is needed.

3.2 AWGN-affected colour images filtration

The task is of especially current interest from the standpoint of
modern applications. That is why numerous solutions have been
formulated to perform it. The one we used in the present work is a
direct channelwise processing of an RGB image. For simplicity
we did no transfer from RGB images to images with separated
colour and brightness information [4]. AWGN was added to each
channel independently with the same characteristics. Relevancy of
use of the described noise model may be confirmed with the
presence of image capture systems which consist of three
separate CCDs or CMOS matrixes. This method was used for
simplicity and for further research it may be extended by using
specific noise models and applying them to each image layer in a
variation of interest.

For this test we used 768x512 pixels colour images from
the CIPR’s Kodak image database [8]. We used AWGN
with o values in a range from 15 to 25.

Notable is the fact that through our entire test series sequential
scheme never showed a best performance neither in PSNR nor
in MSSIM. This enforces our proposal of use the parallel filtration
scheme with its approach of using two independent evaluations of
an unnoised image x. It should also be mentioned
that APCA+Wiener filtration scheme showed very competitive
results in terms of MSSIM. This scheme even outperformed the
parallel scheme for AWGN with ¢ =30. That is why this scheme
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may be of use when a “good” instead of “excellent” colour images
filtration results are needed.

All the compared filtration methods provide a high-quality
processing of main objects’ edges. This fact shows its results in
this test series — absolute values of PSNR and MSSIM decrease,
but carefully processed edges slow this decrease for MSSIM.

Applying sequential filtration scheme to the task of colour images
filtration proved to be infeasible as well as for the removal of
blocking artefacts. At the same time parallel scheme showed
almost absolute best performance in this task, especially according
to PSNR quality assessment of the reconstructed images.

Results of AWGN-affected colour digital images filtration with
the named filtration schemes are visualised on Figurel on
example of “Lighthouse” 768x512 pixels image.

It can be concluded that APCA+Wiener and parallel filtration
methods may be successfully applied to the task
of AWGN-affected colour images filtration. Quality of the
reconstructed images for these methods is rather high, although on
high-resolution colour images the smoothing effect, which arises
after filtration procedures, becomes more visible, due to the
superposition of different image layer filtration defects. The smart
way of layers integration may be of good help in solving the issue,
and its implementation requires an additional study.

3.3 Mixed noise images filtration

The discussed AWGN model may be complicated by a usage of
mixed noise model. An example of such model was proposed
by Hirakawa and Parks in 2006 [6] to characterize noise
of CMOS matrixes. The model may be described as follows:

y =X+ (0, +0,X)N, 4)

Where o, and o, — are the constants which determine a noisiness

degree, and n - is an AWGN with zero mean and oc=1.
If 6, =0 this noise model transforms into the described earlier
AWGN model.

Because of the irregular character of noise dispersion in the mixed
noise model, which is explained by the dependency of noise from
the initial signal, a direct application of the described schemes is
impossible. For this reason we used a generalized homomorphic
filtration method [3], proposed by Ding and Venetsanopoulos
in 1987. The idea of this method is in using a logarithm-type
transform to interpret noised data y as a sum of an initial
unnoised signal and AWGN, process them with described
filtration schemes and then reconstruct the data with the inverse
transform.

For this test we used all the mentioned above images - 256 x 256
and 512x512 pixels greyscale and 768x512 pixels colour
images from [8,9]. We used a mixed noise with o, values in a

range from 15 to 25 and o, values in a range from 0.1 to 0.3.

The parallel filtration scheme showed best results of image
reconstruction on a PSNR scale in a prevailing number of tests.
However, MSSIM quality assessment results were almost equally
distributed between all three filtration schemes. This may be
explained by the fact that the MSSIM values are formed based on
evaluating the image, which colour layers were processed
independently, so that each scheme at the end formed a synergetic
reconstructed image.
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Although sequential filtration scheme showed nearly as many best
results as parallel scheme on MSSIM scale for 256 x 256 pixels
greyscale images, application of the sequential filtration scheme to
this task is infeasible for the higher resolution images and colour
images.

PSNR and MSSIM increase for correlating pairs of results is
almost linear. All the compared filtration methods provide a
high-quality processing of main objects’ edges and filtration
quality in general.

Results of mixed noise affected colour digital images filtration
with the discussed filtration schemes are visualised on Figure 1 on
example of “Lady” 768x512 pixels image.

Application of all three algorithms to images affected by this
noise model on high levels of o, and o, resulted in visible

colour changes of minor image details and objects. For example,
on a “Caps” colour image several little clouds previously of a
white colour were reconstructed as red-like, because of the high
number of red noise pixels on an input noised image. We consider
this type of reconstruction defects significant as they are easily
noticeable, and we understand that for a successful use of the
discussed filtration schemes to the mixed noise filtration on
colour images some additions to the algorithms need to be made.
However the overall quality of reconstructed images which were
noised with o, ={0.1,0.2} is high and the defects described

above are unnoticeable. That is why it can be concluded
that APCA+Wiener and parallel filtration methods may be
successfully applied to the task of mixed noise affected greyscale
and colour images filtration with limitation in using the
high o, values for colour images.

4. COMPARISON OF THE USED FILTRATION
METHODS

Here we give a brief discussion on the filtration schemes
performance in the described digital image processing
applications.

4.1 Modification of the two-stage PCA filtration
scheme

The most advantageous feature of this method is its low
computational cost and construction simplicity.

Primary disadvantages of using this filtration scheme from the
standpoint of reconstructed images quality are: (1) substantial
amount of ringing artefacts on image objects’ edges, this effect is
especially visible on high-contrast image parts (see Figure 1);
(2) high blurring of image objects’ edges, compared to other
modern filtration methods [4].

4.2 Sequential filtration scheme

Advantages of this method are in its relative construction and
implementation simplicity and the decrease of the amount of
ringing artefacts on image objects’ edges (see Figure 1).

Primary disadvantages of using this filtration scheme are in the
presence of high blurring of image objects’ edges and high
computational cost of the filtration algorithm.
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4.3 Parallel filtration scheme

Advantages of this method are: (1)high quality of the
reconstructed images both on PSNR and MSSIM scales;
(2) minimal amount of ringing artefacts on image objects’ edges,
and low blurring of image objects’ edges (see Figure 1).

Primary disadvantage of using this filtration scheme is in the high
computational cost of the filtration algorithm.

5. CONCLUSION

Our study has shown how different digital image filtration
algorithms based on the PCA and non-local processing may be
applied to modern digital image processing tasks. Experimental
results obtained prove the idea of successful application of these
filtration methods to the removal of blocking artefacts, AWGN-
and mixed noise affected image filtration. In the present work we
listed the limitations of use for each method and proposed
approaches of their overcome. Results of other contemporary
state-of-the-art filtration algorithms are not provided due to the
absence of relevant experimental data. A thorough comparison
may be a topic of our further investigation.
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Abstract

With the start of the widespread use of discrete wavelet transform
the need for its efficient implementation is becoming increasingly
more important. This work presents a general approach of discrete
wavelet transform scheme vectorisation evaluated on an FPGA-
based Application-Specific Vector Processor (ASVP). This unit can
be classified as SIMD computer in Flynn’s taxonomy. The pre-
sented approach is compared with two other non-vectorised ap-
proaches. Using the frequently exploited CDF 9/7 wavelet, the
achieved speedup is about 2.6 X compared to naive implementation.

Keywords: discrete wavelet transform, lifting scheme, SIMD, par-
allelization, vectorisation

1 Introduction

The discrete wavelet transform (DWT) is mathematical tool which
is able to decompose discrete signal into lowpass and highpass fre-
quency components. Such a decomposition can be performed at
several scales. DWT is often used as the basis of sophisticated
compression algorithms. This is the case of JPEG 2000 and Dirac
compression standards in which CDF 9/7 wavelet [5] is employed
for lossy compression. Responses of this wavelet can be computed
by a convolution with two FIR filters, one with 7 and the other with
9 coefficients. For the DWT computation, the well known Mallat’s
[9] filtering scheme can be used. Alternatively, one can use usually
faster scheme called lifting which was presented by 1. Daubechies
and W. Sweldens in [6]. Lifting data flow graph consists of regular
grid computational scheme suitable for SIMD vectorisation. Both
of the algorithms can be performed over some approximation of
real numbers. This paper focuses on single-precision floating-point
(SP FP) format.

In the field of FPGA-based accelerators, the platform called
Application-Specific Vector Processor (ASVP) was recently pro-
posed [11], [10]. This platform uses several simple units referred
as Basic Computing Elements (BCEs). BCEs are able to accelerate
simple operations (like addition or multiplication) on long single-
precision floating-point vectors. Thus, these units can be classified
as SIMD computers in Flynn’s taxonomy. Lifting of CDF 9/7 trans-
form can be directly adapted on them.

In this work, we discuss vectorisation (parallelization) of discrete
wavelet transform on ASVP platform. The rest of the paper is orga-
nized as follows. More traditional approaches to DWT computation
together with ASVP platform are reviewed in Section 2. Section 3
gives the basics behind the lifting scheme. Section 4 describes op-
portunities for lifting scheme parallelizations and presents our pro-
posed approach. Introduced parallelization methods are compared
in section 5. Finally, Section 6 concludes the paper.
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2 Related work

In 2000, the problem of minimum memory implementations of lift-
ing scheme was addressed in [4] by Ch. Chrysafis and A. Ortega.
This approach is very general and it is not focused on parallel pro-
cessing. The work was also later extended to [3] where same au-
thors addressed a problem of minimum memory implementation of
2-D transform. Also, variation of this approach was presented six
year later in [7] which is specifically focused on CDF 9/7 wavelet
transform.

In [8] R. Kautil ez al. presented SIMD vectorisation of several fre-
quently used wavelet filters. This vectorisation is applicable only on
those filters discussed in their paper. Specifically, vectorisation of
CDF 9/7 wavelet computed using lifting scheme is vectorised here
by a group of four successive pairs of coefficients. For CDF 9/7
wavelet discussed in this paper, their measurements gave a speedup
of 2.65 for forward and 1.7 for backward transform on Intel Pen-
tium 4 with SSE extension.

CPU SDRAM - DMA
BCE
memory
banks

sCPU [ =1 VPU

bus

Figure 1: Organization of ASVP platform. Solid lines indicates
data paths. In our case, function of BCE is controlled by host CPU
(MicroBlaze). The sCPU means for simple CPU what is the Pi-
coBlaze processor here. Moreover, the BCE element consists of
four memory banks, each 1024 32-bit words long, and Vector Pro-
cessing Unit (VPU) which performs actual operations. The BCE
accesses RAM through DMA engine.

The platform used in this paper is Application-Specific Vector Pro-
cessor (ASVP, originally EdkDSP) recently presented in [11], [10],
[1] and [2]. This heterogeneous multi-core platform employs up to
several units called Basic Computing Element (BCE) which can ac-
celerate floating-point vector operations. For organization of ASVP
see Figure 1. These elements use a combination of a simple Pi-
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coBlaze CPU (sCPU in Figure 1) with a configurable pipelined dat-
apath. The computation performed by BCE can be changed through
replacing the PicoBlaze firmware. Moreover, the ASVP platform
contains host CPU (MicroBlaze in this case) that is executing the
main program. Thus, the computation is distributed between host
CPU and one or more BCE units. This change of the BCE firmware
can be made from MicroBlaze CPU in runtime. The BCE contains
four memory banks each of 1024 words long (one word denotes
32-bit SP FP). Before BCE can start its program, the input data
must be transferred from main DDR memory into BCE’s memory
banks. Similarly, the output data should be transferred back when
BCE computation is done. These data are transferred by DMA con-
troller. The operations performed by BCE are element-wise move,
addition, multiplication, etc.

3 Lifting scheme

According to the number of arithmetic operations, the lifting
scheme [6] is today’s most efficient scheme for computing discrete
wavelet transforms. Any discrete wavelet transform with finite fil-
ters can be factored into a finite sequence of N pairs of predict and
update convolution operators P, and U,,. Each predict operator P,
corresponds to a filter p(") and each update operator U, to a filter

i
ul(.").

9n
Pu(z)= Y pMz (1)
i=—lpn
f’rL .
Un(z) = Z uén)z*Z 2)

This factorisation is not unique. For symmetric filters, this non-
uniqueness can be exploited to maintain symmetry of lifting steps.

Consider the decomposition of the signal of length of L samples.
Without loss of generality one can assume only signals with even
length L. Possible remaining coefficient can treated separately in
the prolog or epilog phases together with border extension. Thus,
the transform contains S = L/2 pairs of resulting wavelet coeffi-
cients (s,d). The s coefficients represent a smoothed signal. On
the contrary, the d coefficients form a difference or detail signal.

In their paper [6], Daubechies and Sweldens demonstrated an ex-
ample of CDF 9/7 transform factorisation which resulted into four
lifting steps (N = 2) plus scaling of coefficients. In this example,
the individual lifting steps use 2-tap symmetric filters for the pre-
diction as well as the update. In all figures shown in this paper, the
coefficients of these four 2-tap symmetric filter are denoted «, (3, y
and 0 respectively.

When coefficient scaling is omitted, the calculation of a pair of the
DWT coefficients at the position [ (s; and d;) is performed through
four lifting steps. Intermediate results (sgn) and dl(">) can be appro-
priately shared between neighbouring pairs of coefficients (s; and
d;). Finally, the calculation of the complete CDF 9/7 DWT is de-
picted in Figure 2. This is an in-place implementation, which means
the DWT can be calculated without allocating auxiliary memory.
Resulting coefficients (s; and d;) are interleaved in place of the in-
put signal.
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Figure 2: Complete data flow graph of CDF 9/7 wavelet trans-
form. The input signal is on top, output at the bottom. The graph
borders must be treated in a special way using prolog and epilog
phases.

4 Vectorisation

The calculation scheme described in the previous section can be re-
alized in a number of different ways. In this work, two of such ways
are described. The main difference between them is in the order of
lifting steps evaluation. Alternatively, the data flow graph in Figure
2 can be split into areas that are evaluated sequentially according to
their data dependencies.

4.1 Horizontal vectorisation

The naive approach of data flow graph evaluation directly follows
the lifting steps (n). Thus, all intermediate s*) and d¥) coeffi-
cients are evaluated in the first step. Then, all s and d® are
evaluated in second step, etc. Unfortunately, this algorithm requires

several reads and writes of the intermediate results sl(”> and dl(").
For long signals, these intermediate results will be several times
evicted from the CPU cache in favor of other intermediate results.
Consequently, many cache misses during such a computation will
occur.

568 5% 5% % % b

Figure 3: The horizontal vectorisation of the CDF 9/7 data flow
graph. The scaling of coefficients was omitted. The computation
within the highlighted areas can be processed in parallel.

In this paper, this method is called the horizontal vectorisation. This
name reflects the fact that the data flow graph is split in horizontal
areas as in Figure 3. In each area, the elementary calculations are
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independent and can be computed in parallel. For simplicity, the
scaling of coefficients and the prolog and epilog phases were omit-
ted in the referenced figure. An entire signal of 2.5 samples must be
loaded into the memory which is not suitable for memory limited
systems.

4.2 Vertical vectorisation

Another way of lifting data flow graph evaluation is the double-loop
approach [7]. This approach is referred to as the vertical vectori-
sation. Earlier, it was described in [4] focusing on low memory
systems but without vectorisation.

The P, and U, filters need not be causal. In general, non-causal
systems requires storing the whole input signal into memory (as can
be seen from Figure 3). This is not suitable for fast or memory lim-
ited signal processing nor for a vectorisation. Therefore, it would
be appropriate to convert non-causal lifting steps (P, and Uy) to
causal systems. The key to force these filtering steps to be causal is
the introduction of appropriate delays.

gntin
Pu(z)=2""Pu(z) = > P 2 (3)
i=0
fntmn _
Un(2) = 27" Un(2) = Z uET_L)mnz_l @
i=0

Q O

o
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Figure 4: Vertical vectorisation of the CDF 9/7 data flow graph.
The computation within the highlighted areas cannot be processed
in parallel due to data dependencies.

The transition from non-causal to causal system introduce a delay
27! on both inputs of the prediction filtering step P,,. In the bot-
tom input s, the delay can be distributed into both branches. This
leads to a causal system P, as in (3). Analogously, a delay of m,,
samples is introduced on both inputs of update step U,,. Again, this
delay can distributed into branches of upper input d. The resulting
equation is shown in (4). For simplicity, the adjacent delays can
combined into single one. Finally in (5), delays of 7., @n and v,
samples appear around each pair of filtering steps P,, and U,,. The
resulting block diagram is shown in Figure 5.

— (5)
Vp = My, (5¢)

In this method, the lifting computation is transformed into one loop
instead of multiple loops over all the coefficients. Therefore, one
pair of lifting coefficients s; and d; is computed in each iteration
of such a single loop. However, the computations within each of
these areas cannot be directly parallelized due to data dependen-
cies. Even so, this procedure is advantageous because the coeffi-
cients are read and written only once. Consequently, this prevents
unnecessary cache misses. In our 1-D case, the SIMD vectorisa-
tion of this method lies in processing of several adjacent areas in
parallel like in [8]. The data flow graph is split in vertical areas of
width of two coefficients as in Figure 4. Furthermore, this approach
is particularly useful for multidimensional (e.g. 2-D) transform on
PC platform where several data rows are processed in single loop at
once using n-fold SIMD instructions.

5 Results

The implementations of the approaches described in the previous
section was compared on ASVP platform. This comparison was
performed on forward DWT using CDF 9/7 wavelet. All the imple-
mentations work over a sequence of single-precision floating point
numbers. According to platform performance, a length of the se-
quence was progressively extended from vector of 32 samples with
geometrical step of 1.28 up to 240 thousands of samples. The trans-
form was computed including a final coefficient scaling.

Our configuration contains 32-bit MicroBlaze as host CPU and two
BCE acceleration units (only one used for 1-D transform). Used
bitstream fits into Spartan-6 SP605 FPGA kit. We use PetaLinux
as operating system on host CPU. The evaluated programs had
been compiled by GCC 3.4.1 with ~02 -mno-xl-soft-mul
-mhard-float options.

Figure 5: Block diagram of vertical lifting scheme vectorisation. The part bounded with dashed line correspond to the area of parallel

computation.
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Figure 6: Comparison of three described approaches on the ASVP
platform. The horizontal parallelization was implemented on the
CPU as well as on the BCE unit. Using the BCE unit, horizon-
tal parallelization is clearly the fastest method with up to 2.6x
speedup.

Evaluation on ASVP platform is summarized in Figure 6. The hor-
izontal axis of this graph indicates the sequence length. The ver-
tical axis specifies computation time per one signal sample. Both
approaches from previous section as implemented on MicroBlaze
CPU are plotted in this graph. Furthermore, another implementa-
tion of the horizontal parallelization accelerated using BCE unit is
plotted here. Clearly, the horizontal parallelization is the fastest
method when BCE is used. Without BCE, the fastest approach
seems to be the vertical parallelization. The speedup of horizon-
tal approach with BCE over baseline horizontal approach on CPU
isupto 2.6x.

vectorisation | ¢ samples | b coefficients | g operations
horizontal 25 25 S
vertical 2T 2N T

Table 1: Memory consumption of vectorisation methods. Each
method needs t samples to start iteration and b memory words to
pass intermediate results between them. In each iteration, up to q
operations can be evaluated in parallel.

vectorisation us/sample | speedup
CPU horizontal 1.1 1.0
CPU vertical 0.8 1.4
BCE horizontal 0.4 2.6

Table 2: Execution times per sample measured for 240 thousands
of samples. All times are related to the CDF 9/7 transform.

6 Conclusion

In this paper, two known methods of lifting scheme evaluation was
compared on ASVP platform. The achieved speedup is up to 2.6 x
using Application Specific Vector Processor. The best results were
obtained using horizontal parallelization performed on one BCE
computing unit. This unit can accelerate operations on vectors with
up to 1024 elements of length. Operations on longer vectors have
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to be split into several fragments. The resulting firmware consists
of 15 individual operation calls (addition, multiplication) including
scaling of lifting coefficients.

Our next research will focus to an adaptation of the proposed ap-
proach to the 2-D wavelet transform. Specifically, we will use the
single-loop approach proposed by R. Kutil in [7].

Acknowledgements

This work has been supported by the EU FP7-ARTEMIS project
IMPART (grant no. 316564) and the national TACR project RO-
DOS (code TE01020155).

References

[1] R. Bartosinski, M. Danék, J. Sykora, L. Kohout, and
P. Honzik. Foreground detection and image segmentation in a
flexible ASVP platform for FPGAs. In Conference on Design
and Architectures for Signal and Image Processing (DASIP),
pages 1-2, 2012.

[2] R. Bartosinski, M. Danék, J. Sykora, L. Kohout, and
P. Honzik. Video surveillance application based on appli-
cation specific vector processors. In Conference on Design
and Architectures for Signal and Image Processing (DASIP),
pages 1-8, 2012.

[3] C. Chrysafis and A. Ortega. Line-based, reduced memory,
wavelet image compression. [EEE Transactions on Image
Processing, 9(3):378-389, 2000.

[4] C. Chrysafis and A. Ortega. Minimum memory implementa-
tions of the lifting scheme. In Proceedings of SPIE, Wavelet
Applications in Signal and Image Processing VIII, volume
4119 of SPIE, pages 313-324, 2000.

[5] A. Cohen, I. Daubechies, and J.-C. Feauveau. Biorthogonal
bases of compactly supported wavelets. Communications on
Pure and Applied Mathematics, 45(5):485-560, 1992.

[6] I.Daubechies and W. Sweldens. Factoring wavelet transforms
into lifting steps. Journal of Fourier Analysis and Applica-
tions, 4(3):247-269, 1998.

[7]1 R.Kutil. A single-loop approach to SIMD parallelization of 2-
D wavelet lifting. In Proceedings of the 14th Euromicro Inter-
national Conference on Parallel, Distributed, and Network-
Based Processing (PDP), pages 413—-420, 2006.

[8] R.Kautil, P. Eder, and M. Watzl. SIMD parallelization of com-
mon wavelet filters. In Parallel Numerics '05, pages 141-149,
2005.

[9] S.Mallat. A Wavelet Tour of Signal Processing: The Sparse
Way. With contributions from Gabriel Peyré. Academic Press,
3 edition, 2009.

[10] J. Sykora, R. Bartosinski, L. Kohout, M. Danék, and
P. Honzik. Reducing instruction issue overheads in
Application-Specific Vector Processors. In Proceedings of the
15th Euromicro Conference on Digital System Design (DSD),
DSD 12, pages 600-607, 2012.

[11] J. Sykora, L. Kohout, R. Bartosinski, L. Kafka, M. Dan¢k,
and P. Honzik. The architecture and the technology character-
ization of an FPGA-based customizable Application-Specific
Vector Processor. In IEEE 15th International Symposium
on Design and Diagnostics of Electronic Circuits Systems
(DDECS), pages 62—67, 2012.

GraphiCon'2013



Regularization parameter choice for total variation based image deringing
algorithm

Andrey V. Nasonov, Andrey S. Krylov
Laboratory of Mathematical Methods of Image Processing
Department of Computational Mathematics and Cybernetics

Lomonosov Moscow State University, Moscow, Russia
{nasonov, kryl}@cs.msu.ru

Abstract

The problem of finding regularization parameter for image
deringing algorithm is considered. Different images from the
ringing database with modelled ringing effect were processed by
total variation based ringing suppression algorithm. Reference
images were used to find deringing parameter values for every
image. The functional dependence between deringing parameters
and ringing level was found that can be used to perform no-
reference image ringing suppression.

Keywords: ringing effect, deringing, total variation,
regularization parameter.

1. INTRODUCTION

Development of image enhancement methods is one of the most
important image processing tasks. Ringing effect (Gibbs
phenomenon) appears in images as oscillations near sharp edges.
It is a result of a cut-off of high-frequency information.
Mathematical aspects of ringing effect are discussed in [1], [2].

Ringing can appear as a result of image compression, image
upsampling and other applications. An example of frequency cut-
off ringing effect can be seen in Fig.1.

Figure 1: An image with ringing effect.

One of the main problems of image deringing is to detect the
presence of ringing effect. The most of existing ringing estimation
algorithms are designed for specific problems like image
deringing after JPEG or JPEG-2000 compression [3], [4], [5] and
image deringing after a certain type of image processing [6].

Russia, Vladivostok, September 16-20, 2013

Several approaches for ringing level estimation in general case
were developed but most of them have limited use. In [7], the
ringing metrics is defined as maximum of the differences between
pixel values of the reference image and the processed image in the
edge neighborhood, but the size of this neighborhood is fixed a
priori. In [8], the presence of ringing effect is detected by
comparing the directions of image gradients at different scales.
The work [9] does not introduce a ringing estimation method, but
it presents an algorithm to find regions where the ringing effect is
the most visible. It is based on luminance masking and texture
masking as typical for the human visual system.

The paper [10] introduced a general case no-reference ringing
estimation method using the ratio between weighted total
variation values of edge profiles after Gaussian blur with different
parameters.

Another problem is to estimate the necessary ringing suppression
level. In our work, we consider the problem of parameter
estimation for an efficient deringing algorithm described in [10].
This algorithm is based on projection of image onto the set of
images with bounded total variation (TV). The TV was first used
in image enhancement by Rudin, Osher and Fatemi [11] for image
denoising. General relations between TV and ringing effect can be
found in [12].

The method to choose the deringing parameter for TV based
algorithm for the problem of image deringing after resampling is
proposed in [13]. For the general case, the paper [10] suggests to
choose the deringing parameter a posteriori by iteratively varying
the deringing parameter until the estimated ringing level of the
result image is equal to the target ringing level. This approach
requires performing a number of deringing algorithm applications
with different deringing parameters.

In this paper, we propose a method to choose the deringing
parameter for the TV based deringing algorithm a priori using one
application of the deringing algorithm with fixed regularization
parameter.

2. RINGING ESTIMATION ALGORITHM

We use the ringing estimation algorithm introduced in [10]. The
algorithm consists of the following steps:

1. Finding edges the most suitable for ringing analysis.

2. Performing edge width estimation and the extraction of edge
profiles from the found edges.

3. Calculating the ringing estimation value for every edge profile.

4. Output the image ringing level as the median value of ringing
estimation values for edge profiles.
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The ringing estimation value for a one-dimensional edge profile
f (x) centered in x =0 is defined as:

CTV( kd, W)

V() ?

E

where
TV(f,o,wW) =WTV(f *G_,w),

WTV(g,w) = j | g/(x) | W(x)dx .

Here f =G, is a convolution of f(x) with Gaussian filter with
the radius o . The weight function w4 is equal to:

XZ

- 2
Wy =e 207,
The parameter o controls the number of considered ringing
oscillations. We use the value o =3.
The value d is the estimated edge width [10].

The parameter kK depends on « and the noise level. We use the
value k =0.25 that was obtained experimentally.

3. RINGING SUPPRESSION ALGORITHM

We use a projection method of an image into the set of images
with bounded total variation to perform ringing suppression [10]:

. 2
zq=arg min 2=z, @

I <alzll,

where z, is the input image with ringing effect, 2], is the total

variation functional:
||Z||V =Z| Ziy,j —Zij |+Z| Zijn—Zil
ij ij

and ( is the ringing suppression level — the ratio between the
total variation of the result image and the source image.

Subgradient method and projection gradient method are used to
minimize the target functional (2) [13].

4. FINDING OPTIMAL DERINGING PARAMETERS
FOR IMAGES FROM THE RINGING DATABASE

We have developed the special ringing database containing 35
reference images with ringing effect modeled by different methods
[14]. The reference images are real images that contain nature and
architecture objects. Ringing effect is modeled by interpolation,
sharpening and low-pass filtering and compression algorithms.

For every image in the database we perform a series of
applications of deringing algorithm (2) with q in the range of

[0, 1] and calculate ringing level values Rg .

Experiments has shown that the functional dependence

f(a) =Re(zq), ©)
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is close to linear function in [0.5, 1] range. Examples of f(q)
functions for different input images are shown in Fig. 2.
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Figure 2: Examples of f(q) functions (3) for different input
images.

We estimate the function f(q) with a linear function

9(q) =2(f(0.5)(1—a) + f(1)(q-0.5)
and calculate the maximum error

max | f(a)—-g(a)|,

The average of maximum errors was found as 0.02 while the
standard deviation was 0.015 on the set of 900 images from the
database [14] that do need deringing.

qe[05,1].

It makes possible to use the estimation g(q) instead of f(q) to

choose the deringing parameter. The image deringing algorithm is
applied twice: first with g =0.5, then with interpolated q. To

achieve more accurate result, the secant method can be used.

5. RESULTS

The proposed method of finding deringing parameter is
demonstrated in Fig. Figure 33 for target Rg =1.2.

The ringing value for the input image is 1.388, the ringing value
after deringing with q = 0.5 is 1.124. To achieve ringing level
equal to 1.2, we choose = 0.654. The ringing level of the

obtained image is 1.204, the MSE and SSIM values are
significantly better than for the input image.
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a) The reference image from the database. c) Application of the deringing algorithm with g =0.5.

Reg =1.286 Reg =1.124, MSE =567, SSIM = 0.954

P —

b) The image with modeled ringing effect.
Rg =1.388, MSE =196, SSIM = 0.955

d) Application of the deringing algorithm with q =0.654.

Rg =1.204, MSE =65, SSIM =0.984.

Figure 3: Application of the proposed method for image
deringing.
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4 images: reference, with ringing, after preliminary ringing
reduction, final ringing reduction with target ringing level.

6. CONCLUSION

The experimental analysis of finding the ringing suppression
parameter for no-reference ringing effect reduction has been
performed. Nearly linear dependence of ringing level on the
deringing parameter has been shown. A method to choose the
deringing parameter according to the target ringing level has been
proposed.

The work was supported by RFBR grant 13-07-00438 a.
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Abstract

A new method of curve-skeleton extraction is proposed in this
paper. Unlike most methods this approach retrieves information
from a polygonal mesh via rasterization and extraction of silhou-
ettes’ continuous medial axes. Described method shows a great im-
provement in computational time comparing to existing methods.
Method shows good extraction results for models with complex ge-
ometry and topology. Resulting curve-skeletons conform with most
requirements to universal curve-skeletons.

Keywords:  curve-skeleton, medial axis, visual hull, distance
transform, mean-shift

1 Introduction

Curve-skeleton is a graph that depicts simplified versions of ob-
ject’s geometry and topology. An inscribed sphere is associated
with every node of curve-skeleton. The envelope of all curve-
skeleton spheres approximates the shape of the object. Curve-
skeletons find many applications in problems where object’s shape
analysis is needed, such as object recognition, shape classifica-
tion, object skeletal animation, object segmentation, finding visu-
ally similar objects in databases and others [Cornea et al. 2005].

Most existing methods analyze polygons or voxels in space [Cornea
et al. 2005], which leads to slow extraction process. In paper
[Mestetskiy and Tsiskaridze 2009] authors utilize the observation
that on a projection of object without occlusions silhouette’s me-
dial axis is the projection of curve-skeleton’s bones. Although ob-
ject’s occlusions lead to spurious curves in resulting skeleton, ex-
periments [Livesu et al. 2012] show that even with occlusions pro-
jections store enough information for curve-skeleton extraction.

In this paper a new approach to curve-skeleton extraction is pro-
posed. Our method uses continuous medial axes extraction from
object’s silhouettes [Mestetskiy and Semenov 2008] to organize an
efficient iterative contraction process similar to [Au et al. 2008].

2 Proposed method

In this paper we assume that object is represented by a polygonal
mesh. Proposed method is an iterative process. One iteration can
be divided into the following steps:

e Curve-skeleton approximation with point cloud reconstructed
from silhouettes’ medial axes.

e Object contraction based on inscribed spheres radii reduction
associated with every point of the approximating cloud.

2.1 Curve-skeleton approximation with point cloud

Proposed method is based on the observation that on a projection
of object without occlusions silhouette’s medial axis is the projec-
tion of curve-skeleton’s bones. Assuming there’re no occlusions
on a projection, curve-skeleton can be reconstructed by medial axis
back-projecting. To eliminate the influence of object’s occlusions

Russia, Vladivostok, September 16-20, 2013

many projections are used. The main idea is to back-project object’s
parts that are visible without occlusions and filter out spurious oc-
cluded parts. Orthogonal projections are captured from uniformly
distributed cameras on a sphere around the object (Fig. 1). Uni-
formly distributed points on a sphere are generated using hexahe-
dron subdivision. Filtered parts acquired from different projections
are combined into one graph and aligned.

Figure 1: Uniformly distributed cameras on a sphere.
To sum up, the approximation process can be described with the
following steps:
e Back-projection of silhouettes’ medial axes
e Nodes and bones filtering in space

e Alignment of skeleton nodes and bones from different projec-
tions.

2.1.1 Back-projection of silhouettes’ medial axes

Figure 2: Object’s projection, silhouette and medial axis.

For each silhouette medial axis is a continuous graph [Mestetskiy
and Semenov 2008] with nodes and bones (Fig. 2). In order to back-
project the node v; of medial axis a ray is casted from the node
towards camera view and two intersections with object are saved:
2{") — the first intersection with front-facing polygon and z§" —
the first intersection with back-facing polygon (Fig. 3). Calculation
is done on GPU via depth buffer and culling, so there’s no need to
find intersections analytically.

Now the depth of curve-skeleton node V; can be estimated as
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%[mgl) + 28], Such depth calculation helps to back-project the

nearest to the camera parts of the object even with heavy occlu-
sions.

The maximum inscribed ball radius R; with the center in V; can be
estimated as follows:

(1 _ )
R; = min |:7"i7 7'331 2 T2 |:| )

where 7; is the radius of maximum inscribed circle with the center
in v;. Such estimation is robust due to implicit measuring of radius
R; in two orthogonal directions.

[

7
Figure 3: Back-projection of the node v; of medial axis in order to
get curve-skeleton node V.

2.1.2 Nodes and bones filtering in space

Occlusions in silhouettes produce a huge number of spurious nodes
and bones (Fig. 4).

y

Figure 4: Projection with occlusions and its medial axis. Medial
axis doesn’t represent object geometry well due to occlusions.

Nodes filtering The basic idea of nodes filtering comes from
curve-skeleton definition: this graph should reproduce object’s
shape with the set of maximum inscribed balls in its nodes. Thereby
anode is considered spurious if a corresponding inscribed ball is not
inside the object. For efficient nodes filtering Visual Hull is used:
the object is approximated with an intersection of prisms with ob-
ject’s silhouettes in their bases. A strict definition of Visual Hull
(VH) is as follows:

VH = {z € R*: Vi Pri(z) € S,},
where {S;} — set of object’s silhouettes, Pr;(x) — orthogonal
projector of point 2 € R® on the plane of silhouette S;.

To check whether a sphere is inside the Visual Hull, Distance Trans-
forms (DT) of silhouettes are computed [Felzenszwalb and Hutten-
locher 2004]. Thus to check a sphere on a single silhouette we need
to compare its radius with the minimum distance from its projected
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center to the silhouette border acquired with DT. If the sphere ra-
dius is less or equal to DT values throughout all silhouettes from
{S;}, sphere is inside VH and the corresponding node is consid-
ered relevant. Otherwise, the node is deleted from resulting graph.

The resulting approximation of object with inscribed balls is much
better after filtering (Fig. 5).
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Figure 5: An object, inscribed balls from step 2.1.1 and filtered
inscribed balls.

Bones filtering Occlusions lead to spurious bones after back-
projecting. These bones usually stand out of the model due to occlu-
sions of object’s parts. Suggested method deletes bones that have
small angle (< ¢o) with corresponding camera view direction. This
approach might delete relevant curves, but due to usage of the set
of projections this curve will likely be captured from another pro-
jection.

The example of filtering result is shown in Fig. 6.

® ®

Figure 6: Skeleton back-projection, back-projection from different
view, filtered bones.

2.1.3 Alignment of skeleton nodes and bones from different
projections

Even without occlusions same part of the object on different projec-
tions can be back-projected into centered, but quite different curves.
This happens when the object’s cut is not a circle (Fig. 7). We sug-
gest to organize an alignment process to join nodes and bones from
different projections and to remove such noise.

Figure 7: Inconsistent back-projecting throughout different projec-
tions due to the concavity of the object’s cut or its elliptic shape.
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At this stage nodes and bones are centered in the model and look
like a very noisy curve-skeleton. The basic idea behind alignment
is noise canceling by finding resulting nodes with the highest den-
sity of neighbors. For this purpose Mean-Shift algorithm is used,
that iteratively moves every node from starting position to the aver-
age position of its neighbors. When the node stops to significantly
change its position, the node is replaced with the final average. The
algorithm doesn’t take into account the skeleton bones, that are au-
tomatically shifted with adjacent nodes.

The following algorithm describes this ap-

proach:
Require: X — input nodes, ¢ — minimum shift threshold, o —
minimum density of neighbors threshold, K (z) — kernel func-

tion;
Ensure: Y — shifted nodes;
1Y =@

2: for z; € X do
3: m := xy; {start Mean-Shift from z; }

4: repeat
S Mold :=_MN;
K(zj—moa)T;
6 z;jEX
: mi= e
> K(xj—mgq)
z]'EX
7: until [m — mouql| > e

8: if > K(xz; —m) > o then

z;€X
9: Y :=YU{m};
10: end if
11: end for

The alignment algorithm is illustrated in case of points on plane in
Fig. 8. There’s an obvious drawback of such approach: the ending
points of the line travel too far. We suggest to use a heuristic that
forbids ending points of medial axis (which is a graph) to travel too
far.

(¢)e]
o
25 So 25 Vg 25 \'L
[ee) o a
20 eS) 20 & 20 ~
¢ AN
15 %&OO 15 ..‘ 15 a
10 10 10
&% R -\\
5005 sl @ 5 7'

Figure 8: The alignment algorithm for points on plane. From left
to right: set of points, aligned points, travel paths.

The result of such alignment is shown in Fig. 9. The result is much
cleaner and looks like a good curve-skeleton approximation.

Figure 9: An object, back-projecting and filtering result, aligned
nodes and bones.
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2.2 Iterative contraction

We suggest to implement object contraction through spheres of
curve-skeleton approximation radii reduction. Point cloud from
section 2.1 approximates curve-skeleton and thus is centered and
describes shape quite well, hence spheres radii reduction leads to
visually correct object contraction (Fig. 10).

Figure 10: Object contraction through spheres radii reduction.

Contraction makes the object thinner, which helps to get rid of oc-
clusions, thus making point cloud approximation better through it-
erations. Fig. 11 illustrates 4 iterations of object contraction. We
can see that point cloud approximation of curve-skeleton is suffi-
cient for object contraction.

R e o o

Figure 11: 4 iterations of object contraction. Red arrows depict
curve-skeleton approximation with point cloud, blue arrows depict
object contraction based on approximation.
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3 Experiments

Experiments were conducted on the computer with Core i5-3570K
3.4 GHz CPU, 8 GB RAM, Intel HD Graphics 4000 GPU. For con-
tinuous skeleton extraction library [Mestetskiy and Semenov 2008]
was used.

Method used 66 projections with resolution 300x 300. Bones filter
was used with ¢ = 45°. Alignment of nodes and bones was used
with € equal to the height of one pixel in model coordinates, a equal
to 5%—10% percentile, kernel function K (x) = exp(—C|z|*)
with C' = 100.

Table 1 shows timings in milliseconds for different stages of algo-
rithm for different models. Due to the fact that method doesn’t deal
with polygons in space, model complexity (number of polygons)
has little effect on extraction time.

Table 1: Timings in milliseconds for different stages of algorithm.

Model Faces | Medial| Back- | Filters | Mean- | Total
in axes project Shift
model

Fertility | 50,000 | 129 405 153 484 1,171
Memento | 52,550 | 152 388 145 957 1,642
Horse 7,951 | 144 328 185 1,193 1,850
Elk 48,026 | 160 381 195 602 1,338

Fig. 12 shows curve-skeletons for different models. The resulting
curve-skeletons depict models’ geometry and topology well.

Figure 12: Examples of curve-skeletons extracted with described
method.
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4 Method analysis

Resulting curve-skeletons conform with most requirements to uni-
versal curve-skeletons based on research [Cornea et al. 2005]. This
is achieved using filters, mean-shift and inherited properties of me-
dial axes like centeredness and isometric invariance.

Compared to [Au et al. 2008] method shows 6 times increase in
extraction speed (in average 3 sec. vs 19 sec. for different models),
though it’s hard to compare the quality of resulting skeletons due to
poor formalization of the problem [Dey and Sun 2006].

Method looks ideal for parallel implementation as most stages can
be done on GPU, which promises a huge decrease in computational
time and possibly new real-time applications for curve-skeletons.

Method fails to extract curve-skeletons for heavily occluded objects
with parts not visible without occlusions. Fortunately, most appli-
cations of curve-skeletons assume that we have a character-like ob-
ject with significant visual branches.

5 Conclusion

A new method of curve-skeleton extraction is proposed in this pa-
per. Unlike most methods this approach retrieves information from
a polygonal mesh via rasterization and extraction of silhouettes’
continuous medial axes. The usage of continuous medial axes re-
duces computational time and gives an ability to analyze medial
axis as a graph. Described method shows good extraction results
for models with complex geometry and topology.
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Abstract

With the rapid growth of quantum computing, several quantum
algorithms are being designed for a variety of applications.
However, the application of quantum algorithms to image
processing and computer vision has been rather restricted. The
Quantum Fourier Transform (QFT) is one such algorithm that is
used in applications such as discrete logarithms and period finding
that posit employment in image processing, but cannot be used for
traditional applications such as spectrum estimation and filtering.
In this paper, we present a novel quantum version of the popular
Hough Transform and show the advantages of the Quantum
Hough Transform in terms of the computational and space
requirements over the traditional formulation. Specifically, we
transform accumulation in Hough space to implicit quantum
superposition resulting in gains in space and speed requirements.

Keywords: Quantum algorithms, Hough Transform, Quantum
superposition, Quantum computing.

1. INTRODUCTION

Quantum computers offer the possibility of enhanced
computing speeds for several types of computational problems
that are inherently hard to solve on traditional computers. With
recent developments in the field of theoretical quantum
computing, efforts have also been made to identify algorithms
designed for conventional computing that are particularly well-
suited for implementation on quantum computers. Some popular
conventional algorithms that have found quantum computing
implementations include prime factorization (Shor’s algorithm
[1]), index search (Grover’s algorithm [2]), periodicity detection
in modulo arithmetic (Simon’s algorithm [3]) and Quantum
Fourier Transform [4]. These algorithms have been largely
restricted to the domain of traditional artificial intelligence with
few applications in the domain of image processing and computer
vision. Quantum Fourier Transform (QFT) for example is used in
the for Period Finding, Discrete Logarithms, Order Finding,
Quantum Counting, Hidden Sub-Group problems, Encryption
Decoding, but is not applicable to traditional fields of application
of Discrete Fourier Transform (DFT) such as Spectrum Analysis,
Filtering, Compression etc. This is because, quantum algorithms
do not work directly in the space of the input vectors but on
quantum states and the resulting outputs from the application of
quantum algorithms are also quantum states with the only
observable or measurable quantity being the state of the system
and not its amplitude. For example, in the case of QFT, the
measurable quantity is the quantum state in the encoded quantum
fourier basis, while the amplitude of the frequency component can
only be measured as the squared probability of occurrence of this
state. Thus, it can be seen that it is rather difficult to build
quantum versions of conventional algorithms and even in cases
this is possible, the output is in a state that cannot be directly used
in the traditional application of interest. However, it has been
observed that quantum algorithms (in cases where the output can
be directly used in the application of interest) provide orders of
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speed-up that are not possible with conventional algorithms. The
most popular quantum algorithms operate in polynomial time
whereas the corresponding conventional algorithms operate in
exponential time, thereby resulting in an exponential order of
speed-up. Much of the speed-up in the case of quantum
algorithms is attributed to prior knowledge about the structure of
the problem being used [10]. The accumulation of histories in the
case of a classical problem to as much as 50% of the information
required to solve a problem serves as a significant factor in the
quantum speed-up.

Two specific sub-fields of Quantum Computing are also
relevant from the standpoint of computer vision. The first of these
is Quantum Signal Processing (QSP) and the second is composed
of quantum systems for optimization of object recognition
problems. Besides these two sub-fields, there have been a few
algorithms that draw inspiration from quantum state modeling
towards solving conventional image processing and computer
vision problems. Notable among these include the use of quantum
interference analogies in mutation for genetic programming for
image registration [5], use of qubit like structures called
Conjugate Information Variables that have non-isotropic
sensitivity regions employable for classification of rising, falling
and flat regions of functions (or images) and hence be used for
edge-sensitive adaptive filtering [6], quantum representations for
4-color channel images (RGB-A) [7], quantum representations for
joint color image encoding and image structure description for
recognition [8] and the use of quantized states (though not
quantum states) for Total Variation (TV) in a Mumford-Shah like
energy formulation for image segmentation and denoising [9].

The field of QSP [11] is aimed at developing new or
modifying existing algorithms by applying some of the principles
of quantum mechanics. Hence these are not true quantum
algorithms that can be implemented on a quantum computer, but
rather use principles that are borrowed from quantum literature.
Hence, the algorithms developed using QSP are not limited by the
constraints of quantum mechanics. Some of the original QSP
applications include frame theory, quantization and sampling
methods, compressed sensing matched filters, subspace coding,
detection, parameter estimation, covariance shaping and multi-
user wireless communication systems. These QSP algorithms use
a Quantum Input Mapping followed by the application of either
Rank-One Measurements (ROM) or Subspace Measurements,
again followed by an Output Mapping in order to achieve various
required tasks. QSPs have been used in image processing,
recently, for a number of tasks such as image half-toning, edge
detection, cryptography - by mapping binary images into the |0 >
and |1 > states of the quantum system and estimating the
probabilities of these two states as |pg|?> and |p;|*> using an
exponential function of the variables measured from the image
intensity values [12]. Such a formulation has been used for
structural element description for noise filtering in [13]. This has
also been used in relation to neighborhood pixel intensities for
defining features, corners and subsequently edges in [14].

The second sub-field includes quantum algorithms for
optimization of object recognition problems. Primary among these
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algorithms for image feature matching include those formulated as
Quadratic Unconstrained Binary Optimization (QUBO) and
solved using D-Wave Superconducting Adiabatic Quantum
Computer (ADC) with the theory developed in [15,16,17] and
hardware implementations demonstrated in [18,19]. Another
“true” quantum algorithm that is focused on object recognition
and de-noising that works on quantum states at all stages of the
processing is [20].

2. ALGORITHM

In this paper, we further the scope of application of quantum
algorithms to image processing and computer vision by creating a
quantum version of the Hough Transform [22], the conventional
version of which has been used for numerous applications such as
edge detection/selection and object template matching. It should
be noted here that the algorithm proposed in this paper — Quantum
Hough Transform or QHT is a “true quantum algorithm” that can
be implemented on quantum computers as opposed to QSP which
subsumes quantum inspired algorithms. Furthermore, using
quantum complexity analysis, we demonstrate that time and space
requirements of QHT are several orders of magnitude smaller than
that required for traditional Hough transform (HT)
implementations, thereby demonstrating the need and benefits of
QHT over traditional HT.

2.1 Hough Transform (HT)

A popular algorithm used in image processing for detection of
features such as edges, curves, circles, contours, planes, cylinders
and even entire shapes is the Hough Transform. The Generalized
Hough Transform (GHT) [23] in particular is extremely useful in
template matching of arbitrary objects described using models. In
the case of GHT, the problem is transformed to one of
determination of spatial coordinates of the shape template being
matched in the image of interest. An edge based implementation
of GHT was first proposed by measuring the distance from points
in the shape. While HT can be used for a variety of purposes, with
the classical HT being used for analytic functions, the simplest
variant of the HT which is used for the detection of edges in
images remains the most popular and widely used application of
HT. All variants of HT use a voting procedure in parameter space
called the accumulator space from which object candidate are
localized by extraction of local maxima. Since an accumulator has
to be maintained across the entire parameter space of the function,
HT typically takes a great amount buffer space for
implementation. For example, for the task of finding edges in an
image, wherein the HT uses the parametrization (r, 8), the space
complexity of the HT is given by O(n,.ng), where n, is the
number of bins along the r parameter space and ny is the number
of bins along the 6 parameter space. Given that the range of r

spans the space from 0 to V12 + w?, where [ and w are the image
dimensions and 8 spans the entire range of angles from 0 to 360,
it can be seen that even for a simple 2 parameter accumulator
space, the computational requirements can be quite high
depending on the necessary resolution. While variants of Hough
Transform exist that attempt at limiting the computational
complexity by reducing the size of the accumulator search space
or by using additional information from the image space such as
image gradients to coarsely determine the HT parameters, we
focus our attention in this paper on the simplest form of HT
operating in the full accumulator space since most such
optimization modifications are also applicable to the HT
estimation method presented in this paper.

96

2.2 Quantum Representation of Hough Transform
Space

The first transformation required to build the quantum algorithm
is the transformation of the input pixel co-ordinate space p(x,y)
into the one dimensional complex vector space C, also called the
z-plane. Hence,

p(Y) = (Ppy) = Px + 0yl

In order to enable the QHT to maintain the same ranges as that of
HT, we use a discretized and bounded version of the complex
space restricted in range to that of the original image space.
Hence,

pe €{1..13, py €{1..w}

Using the parametrization (r, 8), where r represents the shortest
distance from the origin to the line and @ represents the angle that
the vector from the origin to the line (at its closest point) makes
with the first coordinate axis, for the Hough lines to be
determined, the original formulation for the Hough lines

cosf r
7= (~50) "+ o)

can be rewritten as
r(6) = xcos@ + ysiné

For an arbitrary point (x,¥,) on the line, the value of r(8) is
given by
r(0) = xycos6 + y,sind

Hence, the value of r(6) from arbitrary pixels in the image
containing the line can be expected to be roughly constant for a
range of 6 values - 6y, typically from O degrees to 180 degrees,
where k € { kjuin = 0, ..., kmax }- Hence, the required values of r
and 6 corresponding to the parameterization of a single Hough
line can be determined as

mkaxr(e)

The analogous equations in the complex plane representation are
given by
r(0) = xyc0s6 + y,sind

= x,C050 — i%yysind

= Xg.c080 — (i.y,). (i.sinf)

= Dxo-€0SO — Dyq. (. 5inB)
DPxo-€0S(—0) + Dyo. (i.sin(—6))
Po- e—ie
Representing the above equation using a dot product and
introducing the matrix notation, along with the range subscript k,
we have

cos(—6
r(Bx) = [Pxo Pyo] [sinE—HS
cos(—6y) _ig
where [sin(—ek) corresponds to e ~*%k,

Since 6, typically ranges from 0 degrees to 180 degrees (or 0 to
) in incremental steps based on k., we have
2nk

o kaax

Hence,
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. 2mk
r(6y) = po.€ ZKmax
k

=po.w 2
where,
2

w = ekmax
is the knq," root of unity.
Given a binary edge image of size I.w pixels with values I, ,, at
the pixel po(xo,¥o), the pixel indices corresponding to an image
intensity value of 1 can be linearized into the following complex
vector

where I, =1lme {1,..,N}.

A conventional HT requires an accumulator space spanning the
entire range of 6 and r in order to compute the Hough Transform.
However, with the QHT, we simulate the accumulation process
for finding the peak in the (r,8) space through quantum
superposition. In order to describe the problem in a format
suitable for quantum superposition, we break down the
accumulator into two sub-matrix representations.

The first sub-matrix representation (QHT1) involves the
estimation of accumulated r for various values of 6.

1 1
A " S]re
|P1||w2 W 2 w2||r1|
0 N N
lJ Kmar  Kmar  _Kma [ J
Pa LrT s zJ Tmas

Simultaneously, the following outer-product (QHT2) or projection
matrix is also computed using the partial product terms from the
above matrix computation.

T
[Po] [ 11 ] [ Too T10 No -|
1| | (L)_E I I To1 71 . e er I
R | =| |
[ | | o | [ . |
Pn lw_%J Tokmar Tikmaxe = TNKmax

Now, representing the input complex pixel space vector p,, in the
equivalent quantum superposition state, we have

N
Z pili)
=0

where |i) = |0)... [N) are orthonormal basis vectors. Using the
above representation, the first sub-matrix representation yields

Kmax

i) - Z rilk)

which is a quantum superposmon of the basis vectors in |k). It
should however be noted that the output of QHT1 cannot be
measured directly in the space of 7. In other words, the
magnitude of 7, cannot be calculated due to the nature of quantum
states. The only output that can be measured is the state |k) itself
(index) and the probability of measurement of this state |k) is
given by |r,|2. For the case of the HT, this is not a disadvantage,
but rather a useful phenomenon. While, the use of QFT is
restricted in the case of measurement of spectra due to the
inability to measure the magnitude of frequency components as a
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result of this phenomenon, this constraint is not a drawback in the
case of QHT, since the goal of QHT is the estimation of |k) or k
and r that maximize ;. Since the values of k that maximize r;
are observed during quantum measurement with a very high
probability, this enables the determination of the Hough peak.
Furthermore, by performing several measurements, multiple
(possible) candidate Hough peaks can be estimated. This also
enables the estimation of multiple line segments in an image
through the estimation of several Hough peaks. Thus, quantum
superposition inherently acts as an accumulator, preserving the
quantum states, without the need for an explicit one that demands
high storage and computation requirements.

The second transformation QHT2 transforms the input

quantum state as follows
N -

> 150lj0)

j=0

N
, 7}‘1|j1)
iy»| &

D ik likima)

Lj=0 |
Once the candidate values of k, corresponding to the Hough peaks
are determined from QHT1, the appropriate quantum state vectors
can be selected using the measured |k) states. The selected

superposition state(s) vector,
N

> Ttuliksen)

j=0
is then used as input to the Quantum Counting algorithm [21].
Parameters for discretizing the r space can also be directly
incorporated into the counting algorithm. This algorithm counts
the instances of each selected 7y, , up to a threshold and also
returns the indices of j, thus not just enabling the detection of r
corresponding to the Hough peaks, but also the pixels in the image
that correspond to the Hough line. Thus, detection of r, 8 as well
pixel indices corresponding to the Hough Transform are computed
using the Quantum formulation.

2.3 Complexity Analysis
It should be noted that the Quantum Counting algorithm uses only

e] (%\/g) , Where ¢ is the number of selected ; in the list.

Furthermore, it should also be noted that in the computation of
QHT1 and QHT2, each basis state index can be represented in the
binary form (here, N is assumed to be a power of 2 - n for the
sake of simplicity, though an approximation can be used for any
value of N)

|i> |i1ri2r"'rin)

li) @ liz) @ - & [in)

where,
=0 2" 4 22 4 20

Since the product terms in QHT1 are powers of w, the
computation of intermediate terms can be chained similar to that
with QFT. Operations on n —qubits can be factored into tensor
products of n single qubit operations, which can be implemented
using Hadamard gates (H) and Controlled Phase Gates (Ryp).
Figure 1 demonstrates the QHT circuit, along with the QHT1 and
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QHT2 sub-matrix components and their tap points in blue and red
respectively. Similar to QFT, it can be seen that the number of
gates required for the implementation is given by

n(nz-l- 1) — om?)
(since each factor requires one H gate and one Ry gate more than
the previous factor), which is polynomial in the number of qubits.
On the other hand, HT typically requires at least O(N?)
computations, which is an exponential order more than that
required for QHT. Furthermore, as discussed earlier, QHT
performs accumulation implicitly through Quantum Superposition
as opposed to HT that requires a space complexity of 0(n,.ng),
depending on the granularity of the parametrization. The only
space requirement in the Quantum Hough domain computation
comes from the space used by the Quantum Counting method to
estimate most probable values of . However, since 8 has already
been chosen at this stage of computation, the space requirements
for the Quantum Counting algorithm is linear in kynq, (0 (kmax))-

QHT2

*T :
Ru2|®
N . QHT1

AR S ¢
e o
Figure 1. QHT Circuit Implementation

QHT

3. CONCLUSION

In this paper, we have presented a novel quantum version of the
popular Hough Transform and shown the advantages of the
Quantum Hough Transform in terms of computational and space
requirements over the traditional formulation. A circuit has also
been designed for the implementation of the algorithm. The
transformation of the accumulation in Hough space into an
implicit quantum superposition results in gains in space and speed
requirements. It should however be noted that the determination
of Hough peaks using QHT has been done through a two-step
process that determines peaks in the dependent 6 space, before re-
estimating peaks in the r space. Future work will involve
reformulation of the problem to estimate peaks in the joint
r, 6 space and comparison of performance and trade-offs between
the two approaches. In addition, further work is planned towards
the goal of implementing and evaluating the algorithm on a
guantum computer.

4. REFERENCES

[1] Shor, Peter W. "Polynomial-time algorithms for prime
factorization and discrete logarithms on a quantum computer."”
SIAM journal on computing 26.5 (1997): 1484-1509.

[2] Grover L.K.: A fast quantum mechanical algorithm for
database search, Proceedings, 28th Annual ACM Symposium on
the Theory of Computing, (May 1996) p. 212.

[3] Simon, D.R. (1994), "On the power of quantum computation”,
Foundations of Computer Science, 1994 Proceedings., 35th
Annual Symposium on: 116-123

[4] L. Hales , S. Hallgren, An improved quantum Fourier
transform algorithm and applications, Proceedings of the 41st
Annual Symposium on Foundations of Computer Science, p.515,
November 12—14, 2000.

98

[5] Talbi, H., Draa, A., & Batouche, M. C. (2004, April). A
genetic quantum algorithm for image registration. In Information
and Communication Technologies: From Theory to Applications,
2004. Proceedings. 2004 International Conference on (pp. 395-
396). IEEE.

[6] Nolle, M., & Suda, M. (2011). Conjugate Variables as a
Resource in Signal and Image Processing. arXiv preprint
arXiv:1108.5720.

[7] Sun, B., Le, P. Q., lliyasu, A. M., Yan, F., Garcia, J. A., Dong,
F., & Hirota, K. (2011, September). A multi-channel
representation for images on quantum computers using the RGBa
color space. In Intelligent Signal Processing (WISP), 2011 IEEE
Tth International Symposium on (pp. 1-6). IEEE.

[8] Venegas-Andraca, S. E. (2005). Discrete quantum walks and
quantum image processing (Doctoral dissertation, Univ Oxford).
[9] Shen, J., & Kang, S. H. (2007). Quantum TV and applications
in image processing. Inverse Problems and Imaging, 1(3), 557.
[10] Castagnoli, G. (2009). Discussing the explanation of the
quantum speed up. arXiv preprint arXiv:0910.2313.

[11] Eldar, Y. C., & Oppenheim, A. V. (2002). Quantum signal
processing. Signal Processing Magazine, IEEE, 19(6), 12-32.

[12] Tseng, C. C., & Hwang, T. M. (2003). Quantum digital
image processing algorithms. In 16th IPPR Conference on
Computer Vision, Graphics and Image Processing (CVGIP 2003).
[13] zZhou, C., Hu, Z., Wang, F., Fan, H., & Shang, L. (2010).
Quantum Collapsing Median Filter. In Advanced Intelligent
Computing Theories and Applications (pp. 454-461). Springer
Berlin Heidelberg.

[14] Liang Chen, Xu-ming Ye, Li Yu, Bo-xia Xu, Xin-min Shi
(2010). A novel feature detector based on quantum-inspired
method. In International Conference on Machine Vision (ICMV).
[15] Neven, H., Rose, G., & Macready, W. G. (2008). Image
recognition with an adiabatic quantum computer |. Mapping to
quadratic unconstrained binary optimization. arXiv preprint
arXiv:0804.4457.

[16] Neven, H., Denchev, V. S., Rose, G., & Macready, W. G.
(2008). Training a binary classifier with the quantum adiabatic
algorithm. arXiv preprint arXiv:0811.0416.

[17] Neven, H., Denchev, V. S., Rose, G., & Macready, W. G.
(2009). Training a large scale classifier with the quantum
adiabatic algorithm. arXiv preprint arXiv:0912.0779.

[18] Neven, H., Denchev, V. S., Drew-Brook, M., Zhang, J.,
Macready, W. G., & Rose, G. (2009). NIPS 2009 demonstration:
Binary classification using hardware implementation of quantum
annealing. Quantum, 1-17.

[19] Denchev, V. S., Ding, N., Vishwanathan, S. V. N., & Neven,
H. (2012). Robust Classification with Adiabatic Quantum
Optimization. arXiv preprint arXiv:1205.1148.

[20] Schaller, G., & Schiitzhold, R. (2006). Quantum algorithm
for optical-template recognition with noise filtering. Physical
Review A, 74(1), 012303.

[21] Brassard, Gilles, Peter Hgyer, and Alain Tapp. "Quantum
counting." Automata, Languages and Programming. Springer
Berlin Heidelberg, 1998. 820-831.

[22] Duda, R. O. and P. E. Hart, "Use of the Hough
Transformation to Detect Lines and Curves in Pictures," Comm.
ACM, Vol. 15, pp. 11-15 (January, 1972)

[23] D.H. Ballard, "Generalizing the Hough Transform to Detect
Arbitrary Shapes", Pattern Recognition, Vol.13, No.2, p.111-122,
1981

GraphiCon'2013



Temporal multiple instance clustering for dynamic region selection in video

Yonggiang Zhang, Xudong Zhao, Daming Shi, Xianglong Tang
School of Computer Science and Technology
Harbin Institute of Technology, Harbin 150001 China

qtds0O@163.com, {zhaoxudong, dshi, tangxI}@hit.edu.cn

Abstract

Video dynamic region corresponds to the selection of pixels
according to their temporal value changes. Based on temporal
multiple instance learning, we propose a dynamic region selection
approach with three major contributions. First, a temporal bag and
instance description differing from conventional multiple instance
definition is made. Second, a bag distance measure is presented as
an improvement for multi-instance clustering. Third, learning on
clustering centers of bags is modified for rapid convergence. The
effectiveness of our method is demonstrated using experiments on
videos under different weather conditions.

Keywords: Multi-instance, dynamic region selection, Hausdorff
distance, K-means.

1. INTRODUCTION

Dynamic region selection in video is utilized as a critical task for
the subsequent video analysis (e.g. object tracking[1], motion
coding[4], scene modeling[3] and etc.). A most common method
derives from the accumulate frame differences[6], in which a
manual threshold has to be appointed in advance. In fact, video
region selection corresponds to the problem of Multiple Instance
Learning (MIL, for short)[2]. MIL concerns the labels of the
instances included in each bag to classify bags. As to video
processing, regions and included image patches in a single frame
are considered as bags and instances, respectively[1]. Ordinarily,
the temporal information of a video is neglected.

In this paper, we propose a temporal description of bags and
instances at pixel level based on MIL, and present a related
approach without any parameters for dynamic region selection in
video under different circumstances. First of all, bags and the
corresponding instances are described. Then, the instances of each
bag are sorted. An improved representation of the distance metric
between bags is explored. A following algorithm based on K-
means clustering is modified to accomplish dynamic region
selection. Finally, experiments between the accumulated frame
differences and the proposed approach are made. The organization
structure is illustrated in Fig. 1.

Experiments and results
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2. MI-BASED DESCRIPTION

Actually, dynamic region selection consists with a generalized
multi-instance problem[5], i.e., it corresponds to the classification
of bags. In MIL, a positive bag possibly contains instances labeled
negatively and vice versa. In outdoor video that contains different
weather conditions, a location of a dynamic region might have
very limited pixel changes, due to a fast lighting change existing
only in a short time slot over the observation period or few snow
appearances. Considering the temporal correlation of pixel values
in video, we view each pixel as a bag. Therefore, dynamic region
selection is equivalent to the searching of positive bags in scene.
Then, a description of instance is in demand for the classification

of bags. We refer to AD; (y) as the absolute difference of a pixel
value in RGB color space (¢ e{R,B,G}). That is

AD{ () = 1£(y) = 1) | @)

where y and t represent the location and the current frame,
respectively. Correspondingly, a definition of instance is
expressed as follows,

Instance, (y) = [AD{ (y), AD{ (y), AD{ (¥)]- 2

An example of MI-based description according to two pixels (e.g.,
a positive pixel and a negative pixel) is shown in Fig. 2.

-

— \

e

@)

&

~iood T = e - e

(b)
Figure 2: MI-based description of two pixels. (a)The original
frame difference; (b)The absolute frame difference.
The three yellow points between two adjacent dotted lines
represent an instance of the dynamic pixel corresponding to the
difference in R, G and B channel, respectively. Similarly, the
three green ones represent an instance of the static pixel.

3. DISTANCE MEASURE IN MIL

We aim at differentiating between static and dynamic bags, and
meanwhile clustering bags with the same label. The fact is that
each positive bag in a dynamic region probably contains static
instances labeled negatively. Commonly, Hausdorff distance (HD)
is selected as a standard measure between bags in MIL. Thus, the
HD for classification of bags in video is expressed as follows,
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maxh(A, B) = maxmin|a—b]|
aeA beB

. @)
maxh(B, A) = maxmin|a—b]|
beB acA
where A and B represent bags. |||| denotes a norm. The HD

expressed in Equation (3) is a directed distance. Therefore, we
select the max HD as a distance measure. That is

maxH (A, B) = max{maxh(A, B),maxh(B,A)}. (4)

However, the selection of a dynamic region is conditioned by
different circumstances in video. We follow our previous research
[7] that the absolute difference of a pixel value in video under fast
lighting change keeps a continuous intensity change. That is to

say, AD{™(y) remains almost the same over the right period that

corresponds to fast illumination variations. Thus, it is the max H
expressed in Equation (4) that can be better used for real-time
dynamic region selection under fast lighting change. On the
contrary, max H is sensitive to noise (e.g., randomly distributed
snow over time) because of neglecting the contribution from other
instances except the farthest couple of instances from two
different bags. Therefore, we additionally define an average HD
to classify different bags in video. That is

1 .
avgh(A,B) = WZ:rgwelE?Ha —b|
aeA
, ®)
1 .
avgh(B, A) = EZr;llEHa —b|
beB

where |-| denotes the instance number of a bag. avgh is also a

directed distance. Thus, we define a maximal average of HD as
follows,

maxavgH (A, B) = max{avgh(A, B),avgh(B, A)}. (6)

This distance measure takes into account all the instances, so it’s
robust to the noise. That is, the weight of very dynamic instances
is reduced. Besides, their dynamic characteristic remains still. The
difference between the maximum average HD and the maximum
HD is shown in Fig. 3.

marh{4,E) maxH{A B)=max fmarhid B)mazh{E.A)}

maxavgHiA Bl=max {avgh(A B).avgh{B.A)}
A4

maxh(B.A)

Figure 3: The difference between the maximum average HD and
the maximum HD

In this figure, we select two special bags, the instances of which

have been sorted correspond to the upper line A and lower line B.

The maximum HD is equal to the longer edge of the two vertical

lines, and the maximum average HD is equal to the larger one of

the two areas.
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4. SORTING AND SELECTION OF INSTANCES

The distance of each instance in bag A to each instance in bag B
will be considered in order to compute HD between bag A and bag
B, and vice versa. As the number of instances increases, the time
cost for calculating the distance grows exponentially. In order to
reduce the time cost, we sort instances of a bag in a descending
order, and take the M first instances as a representation of the bag.
Of course, we should ensure that the stability of distance measure
remains after sorting. And there is another motive for sorting, i.e.,
we can update each center more quickly when clustering bags in
the following step.

As to location y in each frame, we select its max component
AD™(y) inR, G and B channel for instance sorting. That is,

AD™ (y) = max{AD; (y), AD{ (y), AD; (y)}
AD™ (y) = max{AD; (y), AD§ (y), AD; (y)}

An instance a should be sorted before an instance b, if
AD® (y) > AD;"™ () . The sorting result is shown in Fig. 4.

i s |

Figure 4: Sorting of instances of two bags

T B0 90 100 110 1200 130

Figure 5: The variation of HD with the growth of the number of
instances. (a) The maximum HD (b)The maximum average HD

After sorting, the maximum HD is equal to the distance from the
first instance of a bag to the first instance of another bag. When
the number of selected instances increases, the maximum HD
keeps mostly constant.
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As described in Section 3, the maximum average HD is calculated
according to a directed distance avgh, which is the average
distance of all the instances of a bag to another. Since the dynamic
appearances of the low-ranking instances is less than that of the
ones ranking high, the maximum average HD decreases with the
growth of the number of selected instances. Yet, the relative
distance between the static and dynamic bags keeps stable.
Meanwhile, the influence of isolated instances is reduced.

As shown in Fig. 5, we select two groups of typical bags (a static
group and a dynamic group) and calculated the maximum HD and
the maximum average HD with a growing number of selected
instances. In Fig. 5, the solid lines point to outer-class distances
from dynamic bags to static bags. The dashed lines point to inner-
class distances in static bags or in dynamic bags. Experimental
result is consistent with the analysis above. With the growth of the
number of selected instances, the maximum HD remains as a
straight line. The maximum average HD reduces gradually as the
curve y=1/x, but the relative position remains stable. Moreover,
the outer-class distance is much larger than the inner-class
distance with both of the distance measures mentioned above. It
means that the maximum HD or the maximum average HD is
feasible to distinguish the static bags and the dynamic ones.

5. DYNAMIC REGION SELECTION BY K-MEANS

We follow the prevailing K-means clustering step to accomplish a
classification of bags representing the static and dynamic region
in video. Using HD expressed in Equation (4) and Equation (6),

we improve the calculation of clustering center. That is
B =~ By (j=12 8)
i m ByeGj g (J - )v

where B, represents a bag in cluster G;. |G;| denotes the bag

number of G;. That is, we consider BT as a new clustering
center.

After clustering, the pixels are divided into two groups: One
group represents the dynamic pixels, the illumination variation of
which is stronger. And another group corresponds to the static
pixels.

6. EXPERIMENTS AND RESULTS

We have tested our method on a database named as DRS?
containing two video clips with obvious dynamic regions. One is
a privately shot video clip with fast lighting change (namely
DRS_FLC). The other is a public movie clip with snow (namely
DRS_S). Moreover, accumulated frame differences are utilized
for qualitative comparison. It is difficult to label the ground truths
manually for quantitative analysis. Therefore, we set a large
number of manual thresholds of accumulated frame differences,
and artificially select a best dynamic region selection result as a
ground truth. TP and FP represent the truly and falsely selected
dynamic region. Meanwhile, TN and FN denote the true and false
static region. Furthermore, we make Precision=TP/(TP+FP) and
Recall=TP/(TP+FN). The experimental results are shown in Fig. 6,
Fig. 7 and Table 1. A demo of the experimental results is also
shown in DRS. It can be observed that max avgH is more
competent for dynamic region selection in video with snow than
max H. On the contrary, max H works better on classification of

Y http://pr-ai.hit.edu.cn/percy/DRS
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dynamic and static bags in video with fast lighting change than
max avgH.

Figure 6: Dynamic region selection on DRS_S. (a) Video clip
with snow; (b) Accumulated frame differences with Th=128;
(c)Accumulated frame differences with Th=160 (selected);
(d)Accumulated frame differences with Th=196; (e) Selection
result using maxH; (f) Selection result using maxavgH; (g) Binary

result using maxH; (h) Binary result using maxavgH.

Figure 7: Dynamic region selection on DRS_FLC. (a) Video clip
with fast light change; (b) Accumulated frame differences with
Th=128; (c) Accumulated frame differences with Th=196
(selected); (d) Accumulated frame differences with Th=256; (e)
Selection result using maxH; (f) Selection result using maxavgH;
(9) Binary result using maxH; (h) Binary result using maxavgH.

Table 1: Comparison on a quantitative analysis

TP el Tn | En | PSS Recal
on

maxH | 1519 | 123 | 1762 | 52 | 0925 | 0967
DRS_

S maXHa"g 1624 | 18 | 1729 | 85 | 0989 | 0.950

maxH | 2280 | 173 | 881 | 122 | 0929 | 0.949
DRS_

FLC | maxavg | 5185 | 270 | 997 | 26 | 0890 | 0.988

7. CONCLUSION

In this paper, we propose a MIL-based dynamic region selection
approach in video. According to pixel-wise time correlation and
color information, we firstly describe bags and instances in video.
After the sorting of instances in each bag, we improve a max
Hausdorff distance measure and present a maximal average one
adaptive to separate videos under different weather conditions.
The clustering center is modified for the rapid convergence of
MIL-based K-means clustering. Experimental results indicate the
effectiveness of our method, which provides a first step support
for subsequent video analysis.
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Abstract

The selection of dynamic region in video plays an important role
in many subsequent vision-based applications, especially in scene
classification with different weather conditions. In this paper, we
extract five local features from pixel blocks of each frame in a
video, and propose an approach to dynamic region selection based
on a presented description of spatio-temporal multiple instances.
The effectiveness of our method is shown using experiments on
videos under different weather environments.

Keywords: Multi-instance, spatio-temporal feature, dynamic
region, K-means.

1. INTRODUCTION

Dynamic region selection aims at finding the significant regions
that are composed of the locations containing obvious changes in
video. It plays an important role in many applications (e.g.,
motion coding [2], motion detection [5], scene modeling [4],
scene classification [3], weather classification [6] and etc.). In the
same way, Multiple Instance Learning (MIL) [1] concerns labels
of instances included in each bag to classify bags. In video, bags
correspond to image patches over a time slot; while, instances
refer to spatial or temporal features.

In this paper, we propose a dynamic region selection approach
based on spatio-temporal multiple instance learning using five
local features from a pixel block. First of all, we subdivide a
frame image into 10 x 10 pixel blocks, and extract features to form
spatial multiple instances. Then, we aggregate features frame by
frame in each pixel block to produce temporal multiple instances.
Together, the spatio-temporal multiple instances consist of a bag
that corresponds to a pixel block. Finally, K-means clustering of
bags is used to select dynamic region in video. The organization
structure is illustrated in Fig. 1.

3 Frame Feature
: I » :
: 3 divided cxtraction E
- Feature extraction ﬂ
Instance Instance
description sorting

- Spatio-temporal multiple instance

ﬂ - description .E

Dynamic region selection : Experiments and results

K-means
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region selection in video
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2. FEATURE EXTRACTION

Features are derived from a pixel block. First, we divide an image
into 10 x 10 pixel blocks. Five features are extracted in each block,
i.e., hue, saturation, minimum brightness, local contrast and
sharpness. Gray-scale features are commonly used for image
processing tasks that range from low level algorithms to highly
sophisticated modules. However, we pay more attention to color
information according to the low visibility deriving from bad
weather. Compared to RGB color space, HSV space keeps the
same way on perception of color information that human eye does.
So we extract hue, saturation and brightness at pixels. The
minimum value of brightness (v, ) and the local mean values of

hue (H) and saturation (S) are taken in each pixel block. To
increase the robustness of contrast estimation, we define the local
contrast as follows,
C= Vmax _Vmin (1)
Vo +V_

max min
where C,V,_, andV, . represent the local contrast, the minimum and

the maximum value of brightness, respectively. Besides, clearly
distinguishable objects under fine weather conditions are expected
to have sharp edges with large contrast differences. In addition to
the contrast feature discussed above, a gradient-based method is
used to determine the sharpness of the test images. It is based on
an average determination of the sobel gradient magnitude, which
is defined as follows,

D W EAOREHO) o
)

The sharpness T is derived from an average determination of the sobel
gradient magnitude S, and S, with ibelonging to a pixel block.

3. MULTIPLE INSTANCE DESCRIPTION

Multiple-instance learning (MIL) is a variation on supervised
learning. Instead of receiving a set of instances which are labeled
positive or negative, the learner receives a set of bags that are
labeled positive or negative. Each bag contains many instances.
The most common assumption is that a bag is labeled negative if
all the instances in it are negative. On the other hand, a bag is
labeled positive if there is at least one instance in it which is
positive. From a collection of labeled bags, the learner tries to
either induce a concept that will label individual instances
correctly or learn how to label bags without inducing the concept.
For a more accurate and detailed expression of spatial features in
each block, we subdivide each 10 x 10 pixel block into four 5x 5
pixel blocks in space, and extract features from every 5x 5 block.
In other words, we get spatial feature vectors X, froma 10x 10

block. Let X, be X, ={x},x?,x*,x'}. t represents the current frame.
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The feature vector from a 5x 5 pixel sub-block X" (m=12,3,4)
is expressed as X" =(H,S,V,

min 1

C,T). Furthermore, we aggregate

feature vectors frame by frame. Assuming the frame number to be
M, each 10x 10 block contains M spatial multiple instances,

which is recorded as X, , X,,...X, ..., X,, . In order to observe the

changes in each block more clearly, we sort these M temporal
multiple instances from largest to smallest by calculating the
modulus of the obtained spatial vectors, which is expressed as

X, :%(‘x}‘ +‘xf‘ +‘x[3‘ +‘x{“) . Thus, a new sequence of temporal
instances in a bag is expressed asY,Y,,....Yy .
Y, ={y,¥2, v}, ¥} . In addition, a corresponding subtraction

operation to different temporal instances in each bag is made, i.e.,
d"=y" -y} (ie[LM],je[i+LM]) . Let y" be y" €Y, and

y;“ be yjm €Y, . Besides, we sort these spatio-temporal vectors

where Y, is

from largest to smallest by calculating the modulus ‘di”“ to geta

sequence by, b,,...,0y, ..., oy - In Order to reduce the complexity

of the algorithm, we select the first N (N=M/4) vectors as the
spatio-temporal multiple instances. The bag of a pixel block is

expressed as D(k) = {b; (k),b,(K),....b,(k)} , where ke[Ln] . n
denotes the number of 10x 10 pixel blocks in an image.

4. UNSUPERVISED CLASSIFICATION

K-means is one of the simplest unsupervised learning algorithms
that solve the well known clustering problem. The procedure
follows a simple and easy way to classify a given data set through
a certain number of clusters (assume k clusters) fixed a priori. The
main idea is to define k centroids, one for each cluster. In this
paper, we define k as 2. These two centroids shoud be placed in a
cunning way because different location causes different result. So,
the better choice is to place them as much as possible far away
from each other. K-means clustering is utilized to accomplish
spatio-temporal multiple instance learning. Bags representing
locations containing obvious changes in video are selected as
dynamic region. Two different distance metrics between bags
based on Hausdorff distance (HD) are proposed. The max HD for
classification of bags in video is expressed as follows,

maxh(D(k), D(r)) = max b, (k) —b, (1)

min

by (K)<D(K) by (N)eD(r)
maxh(D(r),D(k))= m min k)—b, ()|’
axn(D(r), D(k)) bq(r)gg((r)bp(k)eo(k)pr( )=by( )H

where ke[L,n] and p,ge[LN]. ||} denotes a norm. The HD

expressed in Equation (3) is a directed distance. Therefore, the
max HD distance between different bags is

maxH (D(k), D(r)) = max{maxh(D(k), D(r)), maxh(D(r), D(k))}. (4)
The average HD distance to classify different bags is

1 -
B0 2t 0 P00

. | .
PO =5 3 g, .6 -b,0)

avgh(D(k), D(r)) =

®)

avgh is also a directed distance. Thus, we define a maximal
average of HD as follows,

maxavgH(D(k), D(r)) = max{avgh(D(k), D(r)), avgh(D(r), D(k))}.(6)

104

Then, we follow the follow K-means clustering step as shown in
Algo.1 to accomplish a classification of bags representing the
static and dynamic region in video.

Input: We define the sorted collections of bags as U, and the
number of the clusters K as 2.

Output: The label of each bag and the centroid of every cluster.
1. Select K bags from collections U randomly as the initial
centroids C,,C,,...,C, . A cluster collection G, is formed

using initial centroids, whereG; ={C;}, j=12,...K.
while Vvj=12,...,K, we have C;;ﬁcj,do

C,=Cj;

For i<«1 tondo

If H(B,C;)<H(B.C) ( Jj=12...Kvk=12..K
and j=k)then

6. G, «B; 1l B/(i=12,...,n) is the data bag, G, is the

o > wn

cluster collection.
7. G/ =G,u{B};

8. G;=Gj;
9. //Updating the centroid
— 1
10. B =— B, ;
: ‘GJ BQZE(;I !
11. Endif
12. End for
13. End while

5. EXPERIMENTS AND RESULTS

We have tested our method on two video clips with obvious
dynamic regions. One is a privately shot video clip with fast
lighting change (namely, DRS_FLC). The other is a public movie
clip with snow (namely, DRS_S). Temporal multiple instance
learning method based on intensity differences is utilized for
qualitative comparison. Moreover, the ground truth of dynamic
regions in each video is manually labeled for quantitative analysis.
TP and FP represent the truly and falsely segmented dynamic
region. Meanwhile, TN and FN denote the true and false static
region. Furthermore, Precision and Recall are respectively
defined as Precision=TP/(TP+FP) and Recall=TP/(TP+FN). The
experimental results are shown in Fig. 2, Fig. 3 and Table 1. It can
be observed that max avgH is more competent for dynamic region
selection in video with snow than maxH. On the contrary, maxH
works better on classification of dynamic and static bags in video
with fast lighting change than max avgH.

6. CONCLUSION

In this paper, a dynamic region selection approach in video is
proposed based on spatio-temporal multiple instance learning.
Considering the influence of different weather environments, we
firstly extract spatial feature vectors from sub-blocks in a pixel
block. After that, temporal aggregation of spatial feature vectors is
performed for the constitution of temporal multiple instances. By
means of the subtraction operation, we obtain an instance bag
which could present the pixel change in each block. Finally,
K-means clustering of these bags is used to select dynamic areas
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in video based on two different Hausdorff distance measures.
Experiments indicate the effectiveness of our method.

(g (i)
Fig. 2 Dynamic region selection on DRS_FLC
(a) Video clip with fast light change
(b) Labeled ground truth
(c) Result of MIL based on temporal intensity differences using maxH
(d) Result of MIL based on temporal intensity differences using max avgH
(e) Corresponding binary result using maxH
(f) Corresponding binary result using max avgH
(9) Result of spatio-temporal MIL using maxH
(h) Result of spatio-temporal MIL using max avgH
(i) Corresponding binary result using maxH

(j) Corresponding binary result using max avgH

(c) (d) (e) (H

(2) (h) (i) )
Fig. 3 Dynamic region selection on DRS_S
(a) Video clip with snow
(b) Labeled ground truth
(c) Result of MIL based on temporal intensity differences using maxH
(d) Result of MIL based on temporal intensity differences using max avgH
(e) Corresponding binary result using maxH
(f) Corresponding binary result using max avgH
(9) Result of spatio-temporal MIL using maxH
(h) Result of spatio-temporal MIL using max avgH
(i) Corresponding binary result using maxH
(i) Corresponding binary result using max avgH
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TP FP | TN FN Precision | Recall

DRS | maxH 873 28 | 1678 | 877 0.9689 0.4989

S maxavgH | 935 26 | 1680 | 815 0.9729 0.5343

DR | maxH 326 |6 | 2938 | 186 | 09819 | 0.6367

FLC | maxavgH | 335 |3 | 2941 | 177 | 0.9911 0.6543

Table 1: Comparison on a quantitative analysis
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Abstract

According to the poor image quality of the monitoring system in
coal mine monitoring, an integrated image clarity method was
presented which using adaptive multi-level noise reduction
median filter based on the direction in the spatial domain to
denoise the image first, then using multi-wavelet transform to
enhance the low-light image in the transform domain. This
integrated approach combines the benefits of spatial domain and
transform domain noise reduction and enhancement. It can reduce
the impulse noise effectively, while retaining good image detail
features of the coal mine images. Experiments show that the
method can greatly improve the clarity of the image of coal mine
so can improve the readability of the image, and this is of great
significance for the coal mine safety monitoring.

Keywords: Coal mine, Median filter, Multi-wavelet transform,
Image denoise, Image enhancement.

1. INTRODUCTION

In these years, the coal mine safety monitoring system such as the
coal industry television has been used widely to guide the mine
safety production and command with intuitive, convenient and
reliable means during the development of coal mine science. The
video safety monitoring system not only monitors the mine
production directly on the ground to detect the risks underground
and take preventive measures, but also provides the first-hand
information for the ex post analysis of the accidents.

For the harsh environment of the coal mine, such as the poor
lighting, low illumination and serious dust, the quality of images
captured by the monitoring system has been degraded. The
correlation between pixels structure and content has been
destroyed and this makes the further image analysis and finding
the danger in the mine much more difficult. So it is very necessary
to preprocess the images captured by the system for denoising or
enhancement and to increase the clarity of the monitoring images.
This article designs an integrated algorithm based on directional
adaptive median filter and wavelet transform according to the
illumination under complex noise environment in the coal mine.

2. COAL MINE IMAGE NOISES

Image noise usually means the visible error information produced
by CCD/CMOS or digital signal system. Visible noise in digital
images is often affected by temperature effects and the ISO
sensitivity: the higher the two values are, the worse the effect is.
For the mine harsh conditions, the CCD images obtained through
D/A converter, transmission lines will produce noise pollution.
There are variable types of noise collected in the monitoring
images, but the most common and most serious impact on image
quality in general are impulse noise and Gaussian noise. So how
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to reduce the effects of these two kinds of noise is the key to
improve the monitoring image quality.

3. THE INTEGRATED IMAGE CLARITY METHOD

3.1 Median Filtering Principle

Non-liner filtering has a wide range of applications in image
processing. It has good characteristics on the noise rejection and
image edge maintaining. Median filter is a nonlinear filtering
operation and belongs to the spatial denoising methods. Its output
is related to the distribution of input noise density. The squared
difference of output noise is inversely proportional to the square
of density function of the input noise. For the rejection of random
noise, median filtering is not so good as the mean filter. But in
terms of pulse interference, in particular of the pulse width less
than half the length of filter window and far away from the narrow
pulse, the median filter is very effective. Since there is lots of
impulse noise in the coal mine environment, median filtering
noise can be used in the preliminary process of the images.

Median filter uses a sliding window containing odd points to sort
the neighborhood pixels in terms of pixel gray level and the
middle value is the output pixel. Its mathematics description is as
following.

If S is the neighborhood set of pixel
(X0, Yo) (including (Xg, Yo) ), (X, ¥) €S, f(X,y) means
the gray value of point (X,Y) , | S| means the number of

elements in set S, Sort means to sort the elements in order.
Then for smoothing can be expressed as:

(x,y)es

(X9, Yo) = {Sortf ( V)LM o

2

3.2 Adaptive Multi-level median filtering based on
the direction

As median filter is characterized by simple and fast operation,
especially for unipolar or bipolar pulse noise, it is very effective.
Adaptive multi-level median filter is an improved algorithm based
on the traditional median filter. It sets several strip sub-windows
in the rectangular window so to protect the edge information in
more directions than the traditional median filter while preserving
the characteristics of median filter which can suppress impulse
noise effectively.

The adaptive multi-level median filter based on direction is as
follows (5*5, for example).
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(1) Supposing the current pixel is located in the center of the
pixels and its value is X(i,J) , Define a

set D= {Di = 1,2,...8} , Dy is the absolute difference
value of the current pixel and its 8-point adjacent pixels. Sort the

elements of D in ascending order getting the set
dlgdzé ------ d8,d1£d2£ ------ d8.

(2) Make the two smallest elements in set D, 4o, as the feature

direction in the 3x 3 window, and using this direction as the
trend of the 5x 5 direction.

(3) Supposing the current pixel value is X(i, j) , the output

Y (i, J) inthe 5x5 window in which (i, j) is the center is
as follows:

MMF [x(i, j)]
Y (i, ]) = 1 SCMMF [x(i, )] @
M [x(i, j)]

MMF [X(i, j)] is the processing result when the current pixel
is an isolate pixel or the direction of related line feature is
horizontal or vertical. SCMMF [X(i, j)] is the processing

result after the improved multi-level median filter when the
related line feature has an angle in (0,7/2) . In other cases that
it’s difficult to determine the direction of feature line,

M[X(i, j)] is used to express the pixel value filtered.
In the formula,
Mx(, j)] = med[m;, m;,mg,m,, x(i, NI @)

This directional adaptive multi-level median filtering denoise
method can adapt to the direction of the image edge better
comparing with the traditional median filter and it can keep a
better compromise between the denoising and edge protection.
Therefore, if the method is applied to underground monitoring for
denoising complex environment, not only the effect of impulse
noise can bhe reduced more obviously, but also the part of the
Gaussian noise can be reduced.

3.3 Image enhancement with multi-wavelet
transform

Wavelet transform has many features such as low entropy, multi-
resolution, decorrelation and flexible radical selection, which can
do the local analysis both in the time and frequency domain at the
same time, and extract the local singular characteristics of the
signal flexible. At present, denoising and enhancement based on
wavelet has become an important way in image processing field.

First, the image after median filtering is denoised with multi-
wavelet; this can reduce the most Gaussian noise. Then the image
will be enhanced with the multi-wavelet to increase the contrast of
the image. For enhancement, the image is transformed with multi-
wavelet first, and then the image is decomposed into several parts
with different size, position and orientation. Then the coefficients
of some different position and orientation are changed according
to the need, so that some components which we are interested in
are enlarged while unnecessary component reduced. Finally, the
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enhancement image was reconstructed with multi-level wavelet.
The wavelet enhancement process is shown in Figurel.

»| Low-frequency coefficients
enhancement
— | Wavelet 1
N decomposition
:nmal »| High-frequency coefficients
mage reduction
L Wavelet —»

reconstruction Enhancement image

Figure 1: Enhancement process of wavelet

The main information of the decomposed image (i.e. the image
contours) is characterized by low frequency part while the details
of the image is characterized by high frequency. Therefore, the
decomposed low frequency coefficients are weighted while high
frequency coefficients are weakened. After such wavelet
transform treatment, an enhanced image can be achieved. In the
low contrast environment such as coal mine, if the quality of
initial denoised image is not so good, the wavelet transform will
be used to enhance it, which can improve the image quality
greatly.

4. EXPERIMENTS ANALYSIS

To verify the integrated algorithm, two images from different coal
mine have been used. In order to highlight the noise in the original
image, some salt and pepper noise(0.02) and Gaussian noise have
been added as shown in Figure 2 (a) and Figure 3 (a). The
processing tool is Matlab2007, the processed comparison image
effects are shown in Figure 2 and Figure 3 respectively.

(c)Wavelet denoising (d)Wavelet enhancement

Figure 2 : Imagel process effects

The noise images has been filtered lots of salt and pepper noise by
the directional multi-level median filtering, and the image quality
has been improved greatly as shown in Figure2 (b) and Figure3
(b). Since the Gaussian noise cannot be reduced effectively by
median filter algorithm, the multi-wavelet denoising has been
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used to do further denoising, the results are shown in Figure2 (c)
and Figure3 (c). From these two parts, we can see the images are
clearer than the former. This can also be proved by the increasing
of objective parameters Peak Signal to Noise Ratio (PSNR) as
shown in Table 1.

(a) Noised image 2

(c) Wavelet denoising (d) Wavelet enhancement

Figure 3: Image 2 process effects

After processing above, sometimes the background is still dark, so
the multi-wavelet transform is used to enhance the images.
Figure2 (d) and Figure3 (d) show the images enhanced by multi-
wavelet transform. Due to the characteristics of wavelet transform,
image quality has improved while the image details are preserved.

Table 1: Image quality objective parameters

PSNR (a)_ (b) _multl-level (c) V_Vz_avelet
Noised median denoising
(dB) . S .
image filtering image
Image 1 17.9014 26.013 27.6952
Image 2 19.1431 28.8422 29.9378

5. CONCLUSIONS

Safety monitoring in the coal mine is an important safeguard to
achieve safety production. But the special complex environment
of the underground leads to poor image quality thus increasing the
difficulty of monitoring for supervisors. This also restricts the
application of the intelligent monitoring technology in the coal
mine monitoring. An integrated image processing method is
presented based on the combination of directional multi-level
median filter denoising and wavelet transformation which can
improve the readability of the coal mine image effectively. And
this is of great significance for the safety monitoring in the coal
mine.
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Abstract

This paper discusses the establishment, management and
application of remote sensing image database. A systematical
structure for remote sensing image database is presented and
analyzed. This architecture is based on web service technology,
rather than traditional Browser/Server or Client/Server model. To
process and publish mass remote sensing images on the web,
appropriate system framework and software platforms are adopted
in order to establish stable website and create web map service. In
our system, Oracle is used to store the remote sensing images and
GIS data, ArcGIS Server to create web services and accomplish
web applications, and ArcSDE to manage the geospatial data.
WebGIS applications and enterprise applications are carried out by
utilizing and developing the geospatial database. The distributed
database system provides a new model to archive and manage
geospatial images effectively.

Keywords: database management, remote sensing image database,
web services

1. INTRODUCTION

With the rapid development of remote sensing technology, the
quantity of remote sensing images has increased sharply. Therefore,
large commercial rational database management system (RDBMS)
is currently adopted to store and manage remote sensing image
data [1]. Besides large storage space, high-speed computational
capabilities are needed to process and analyze mass remote sensing
images [2]. Nowadays, some Geographic Information System (GIS)
institutions and corporations have produced their own WebGIS
software platform and spatial data engine to support RDBMS such
as Oracle, SQL Server et al. At the same time, large GIS
companies develop some software to provide web services of the
geospatial data. The management and application of mass
geospatial data is very important to web users. With the
technologies of database and web services, mass geospatial data
such as remote sensing images could be archived and managed
effectively.

In our system, Oracle 10g is used to store the remote sensing
images and GIS data, ArcGIS Server to create web services and
accomplish web applications, and ArcSDE to manage the
geospatial data. This paper discuss the establishment and
management of remote sensing image database system
based on web service architecture and demonstrates some
applications, in which some key techniques are involved.
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2. SYSTEM STRUCTURE

For the storage, management and utilization of mass remote
sensing images, the traditional Client/Server architecture or
Browser/Server architecture couldn’t meet the demand
effectively. Web service technology that is on Service-
Oriented Architecture basis could enhance the application of
remote sensing image database.

The W3C has defined a general-purpose web service
architecture based on a trio of standards — Simple Object
Access Protocol (SOAP), the Web Services Description
Language (WSDL), and Universal Description, Discovery,
and Integration (UDDI) [3]. Open Geospatial Consortium
(OGC) has defined the Web Map Service (WMS), Web
Feature Service (WFS), Web Coverage Service (WCS), and
OGC Web Service Architecture, which support application
developers in integrating a variety of online geoprocessing
and location services [4].

WebGIS (also known as web-based GIS and Internet GIS)
denotes a type of Geographic Information System, whose
client is implemented in a Web browser. WebGIS
technology has been developed and used extensively in real-
world applications. However, such a complex web-based
system involves the dissemination of large volumes of data
and/or massive user interactions [5]. So, a stable and
effective system structure should be designed and put in
practice.

GIS web service clients are traditionally heavy-duty, stand-
alone software tools. This made GIS web services more
difficult to build than the ordinary business transactions for
which general-purpose web services are originally intended
[5]. Therefore, it is necessary to build a distributed
processing system in which many heterogeneous databases,
networks, and applications could be properly integrated.

Fig. 1 illustrates a geospatial data distributed processing
system on web services architecture basis. In Fig. 1,
Geospatial databases are composed of many heterogeneous
databases which are located in different department within an
enterprise to store geospatial data of different format. WFS,
WMS, and WCS compose the data services. WPS (Web
Processing Service) Register Center is the main part of this
system for managing the web services. WFS, WMS, and
WCS must be registered into WPS Register Center in order
to have access to image processing clients in which logical
applications are performed.
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Image Processing Clients
A

\ 4

WPS Register Center

3

Register

Web Map Service
Web Feature Service
Web Coveraae Service
)

Geospatial Databases

Figure 1: System structure based on web services architecture

3. METHODOLOGICAL APPROACH

To build remote sensing images, the database is applied in web
services architecture. Following techniques should be under
consideration.

3.1 Data Processing and Uploading

Remote sensing data are temporal multi-dimensions, multi-
sensors, multi-angle, multi-spectrum and multi-platform. Therefore,
image processing such as data fusion, image mosaic and image
enhancement should be done before uploading remote sensing
image data into database. Web services architecture enables
the processing of remote sensing data more easily. In the
process of uploading, adjusting proper uploading parameters
is of very importance.

3.2 Querying and Retrieving

It is very important to quickly and effectively query data
from the database. Remote sensing data differs from other
data because of its characteristics of texture, color, and
spatial geometry. The query conditions include not only date,
location, bands, sensors et al, but the image content as well.
Consequently, query standard and retrieve mechanism based
on image content should be defined.

3.3 Management and Utilization

Besides uploading and downloading, the remote sensing
database should be further exploited for more utilization.
With web services architecture, we develop a management
information system and extend the utilization of remote
sensing database from Intranet to Internet. The management
information system could be based on traditional
Browser/Server model, Client/Server model, or combination
of these two models. With the increasing access demand of
web users, web application is the first important utilization of
remote sensing image database. Therefore, the management
and utilization of remote sensing data should be based on
web services technology.
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Figure 2: Workflow for geospatial data storage, management and
application

Fig. 2 illustrates the workflow for geospatial data storage,
management and application. In Fig. 2, mass remote sensing
image data and Geographical Information System data may
be processed in different departments of an enterprise. So, it
is necessary to effectively manage the immense geospatial
data [6].

Generally, image processing should be done by remote
sensing image processing software such as ENVI, ERDAS
IMAGINE et al. In our system, ArcSDE is used to upload
geospatial data to database and then establish the remote
sensing image database. In order to accomplish data
management functions such as adding, deleting and updating,
ArcObject and programming language are used to develop
Database Management System. Web publication system is
established with ArcGIS Server and then web applications
could be developed with programming tools such as Java
language. ArcGIS Server now supports web services
technology, geoprocessing and globe publishing with its
Web Application Developer Framework (ADF). As the web
access privileges are set properly, the WebGIS applications,
Web Service, and enterprise applications for internet users,
intranet users and system manager are accomplished.

4. APPLICATIONS AND RESULTS

To archive and utilize remote sensing images effectively
and systematically, we integrate the database management
system and web publication system. The functions of remote
sensing image database management system contain display,
query, update et al. Web publication system made remote
sensing image available on Internet and then web users could
share the database ultimately.
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In our system, we adopt Oracle 10g database which is
commercial database software based on Grid technology.
Data management such as uploading, updating and
maintenance could be completed by developing ArcSDE
software within internal network. Retrieving remote sensing
images on Internet could be carried out with WebGIS
software. The benefits of Web Service lie in facilitating web
users to have access to GIS data and remote sensing images
data stored in many database. These capabilities extend the
power of geographic and descriptive data presentation, and
provide the most flexible web publishing solution.
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Fig.3, Fig.4, and Fig.5 illustrate some web applications of
the distributed remote sensing image database.

Fig.3 represents WebGIS application. As the Fig.3 shows,
the web publishing system provides online map edit such as
adding annotation, adding grid, adding text, spatial locating,
measuring distance, measuring area, buffering and so on.

Fig. 4 represents the function of online image processing.
In Fig. 4, the left one is an original image and the right one is
the enhanced image of the left one. The image processing
clients could make these steps done according to the
scheduler program of Web Processing Service (WPS)
Register Center.

Fig.5 represents an enterprise application. It is a post-
earthquake remote sensing image. Therefore, Web users
could be well informed of the latest earthquake information
and their applications. The web publication of mass
earthquake information could help evaluate earthquake
disaster and shorten time of first aid.

5. CONCLUSIONS

This paper discusses some techniques in archiving and
managing mass remote sensing images. A distributed system
structure based on web services technology is presented. In
our system, geospatial images stored in Oracle database
could be accessed, processed and managed using web
services structure. WebGIS software platform ArcGIS Server
and spatial data engine ArcSDE are utilized to publish mass
remote sensing images on the Internet. The web services
architecture provides a new model and powerful support for
remote sensing images’ distributed processing, management
and web application.
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3D SLAM NO CTEPEOU3OBPAXEHUAM
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AHHOTauun

Ipennoxkensl Moaudukanuy MeTOAa BHU3YalbHOW HaBHTALUH
TIOIBOJTHOTO arIapara Imo CTepeon300pakeHIsIM, OCHOBaHHEIE Ha
HHTETPAlliy BU3YaJbHBIX JAHHBIX M W3MEpeHuil OopToBOIt
HaBUTAIIMOHHOM CHCTEMBI, a Takke Ha IPUMEHEHHH O-TH
o0lauHOM  CXeMBI ~ BBIYMCICHWH. I[IpHBeNeHBI  pe3yibTaThl
BBIYHCIUTENHBIX YKCIIEPIMEHTOB C MOJICIbHBIMH JaHHBIMH.

Kniouesvie  cnosa:  cmepeonapvl  uzobpasicenuii,  SLAM,
BU3YANbHASL  HABUSAYUA, — CONOCMAGNeHUue  0cobenHocmell,
N00BOOHUII annapam, mpaeKmopus

3amaua SLAM (Simultaneous Localization and Mapping)
MIPOJOIDKACT OCTaBaThCS CETOAHS aKTyaJbHOH B o0iacTH
KOMIIBIOTEPHOTO 3pEHHSI M POOOTOTEXHHMKH, IIOCKOJIBKY OT
3 }eKTHBHOCT ee pemeHus 3aBHCHT TOYHOCTh HABHIAILlMH
poGOTOB B MPOCTPAHCTBE W PEKOHCTPYKIMH OKpYy’Karomiei
obcranoBku. Knaccuueckoe pemrenne SLAM, mnpumensiemoe BO
MHOTHX paboTax, OCHOBBIBACTCS Ha pPACIIMPEHHOM (QHIBTpE
Kanmana [1]. [IpumenutensHO K momBomHbM ammapaTam (ITA)
Hapagy  C CCHCOPDHBIMM  JIaHHBIMH,  IOJy4aeMBIMU
TPaAWIMOHHBIMU CPEICTBAMH HaBHMTalMH (TMIPOAKYCTHUECKUE
CEHCOPBI, KOMITAChl, IONIJIEPOBCKHUIL Jar ¥ Jp.) UCIOJIBb3YIOTCS U
BUJICOIaHHbIE  (3aXBaThIBaeMBIi  BHJEOKaMepaMH  IOTOK
n300paxenuit). OCOOCHHO 3TO BaXHO B YCIOBHSX JIOKAILHOTO
MaHEeBPUPOBaHH, Korza TPAIULHOHHO HpUMEHsIEMbIC
THAPOAKYCTHYECKHE  COHaphl He  Bceraa  00eCreuHBaroT
TpeOyeMyIo TOYHOCTb MO3HIMOHMPOBAHHUS OIBOAHOTO poboTa. B
MOCTIEAYIONMX PaboTaXx paccMaTpUBAIOTCS MOCTAHOBKH 3a4ad C
UCIIOJIb30BAHUEM ~ CTEpEOKaMep, 4YTO MO3BOJSIET COBMECTHO
ananmm3upoBate 2D wmHpopmarmio u nomywsaemeie 3D oGnaka
Touek. Hampumep, Takol moaxox ¢ NpHMeHeHHUeM (uIbTpa
Kanmana pasBuBasicss B paborax [2,3] i HaBuramum H
PEKOHCTPYKIIMU TIO/ABOJHOW 0OCTaHOBKM M B paborax [4,5] ¢
BBIUHCICHHEM  TE€OMETPHYECKUX  MHpeoOpa3oBaHUMi  MEXIy
JIOKaTBHBIMHU cHcTeMaMu KoopauHat 1A mo comocraBneHHbM 3D
oOnakam.

B Hacrosmem [foknajge mpeasiaraeTcsi  MeTOJl  HaBUTalUU
aBTOHOMHOTO IIA TakKe OCHOBaHHBI Ha COIOCTABICHUH
TOYCYHBIX OCOOCHHOCTEH Ha CTEPEOM300pKEHHIX M aHAIN3e
cootBercTBYtOIUX 3D oOmakoB Touek mpu naBwxeHun [IA 1o
TpaekTOpuH. Ero OTIMYUTENbHBIMH OCOOCHHOCTSIMU SIBJISIFOTCS:
aJanTHBHAs MeTOAWKa OTOOpa BHICOJAHHBIX, IIPHMEHEHUE
MHOTOCTYIIEHYATOH (UIBTPalMK OCOOCHHOCTEH, WHTErpamus
BHU3YaJIbHBIX JAHHBIX U MOKa3aHUN HaBUTAlMOHHON cuctemsl I1A,
MpUMEHEHHe 6-TH 00JaYHOil cXeMbl BBIMHCICHHWHA. B pazmene 2
JlaeTcsl ONMCaHME BH3YAIBHOI'O METOJa HaBUIallud U €ro
Moxudukanmit. B pasmene 3 mpuBeneHsl  pe3yJbTaThl
BBIYUCIIUTENBHBIX YKCIIEPUMEHTOB M UX aHAJIM3.

2. BU3YAIbHbIU SLAM

2.1. OnucaHme nogxoga
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Pemenne 3amaun SLAM mozppasymeBaeT TOYHOE BBIYHCIICHHE
TPaeKTOPHH AaBTOHOMHOro pobora (ero 3D monoxeHne wu
OPMEHTAIIMIO) NPH JBIKCHUM B alpHOPH HEU3BECTHOH cperne, ¢
OJJHOBPEMECHHBIM MOCTPOCHHEM MOJEIN Cpelbl IO MOJIy4aeMbIM

CEHCOpPHBIM  JaHHBIM. B  paccmaTpuBaeMoil  IOCTaHOBKE
ABTOHOMHBIM ToABOAHEIH ammapar (AITA) ocHameH aByms
BUICOKAMEpaMH (cTepeomnapa), KOTOpBIE BBINOJHSIOT

CHHXPOHHYIO CBEMKY JHa TIpH JBIDKCHHM ammapara o
TpaekTopuu. [IpearaemMplii METO]] CIIEAYeT Y)Ke CIO0KUBIIEMYCSI
MOJXOMy, OCHOBAaHHOMY HA COBMECTHOM HCHOJb30BaHuu 2D
ocobeHHocTeii Ha  m3o0paxeHmax u 3D o0makoB TOdYEK,
noTy4JaeMbIX Ha 0a3e crepeomap. BrrumcimrenbHas cxema Ipu
OTIpeNIeNICHHH TapaMeTpoB Tekymied mo3unuu I1A cocrout u3
IBYX  TOCIeNOBaTeNbHBIX dTamoB. Ha  mepBom  3Tame
AQHAIM3UPYIOTCS JBE CTEpeoNaphbl M300pakeHUH, OTHOCIIIHECS K
JIBYM IIOCJIEIOBATEIEHBIM BO BPEMEHH MO3UIUAM — TEKyIeH U
npensiaynieil. [IpuMeHUTEeTbHO K HUM OCYIIECTBIISIETCS TOUCK U
COIOCTABJICHUE €IMHOTO0 MHOXKECTBA TOYEYHBIX OCOOEHHOCTEH,
OJTHOBPEMEHHO HaOIroJaeMbIX Ha Beex 4-x m3oOpaxeHusx. s
MOMCKA W TOCTPOGHHUS  JIECKPUNTOPOB  OCOOEHHOCTEH
ucnonp3yercs aerekrop SURF. Jlns kaxmoit u3 aByx crepeomap
BEIMONHsIeTCs moctpoenue 3D Toyek - ocobenHocrelt (3D o6mako)
METOJIOM TPHAHTYJSIIMK, T.K. W3BECTHA IIOJHAs KalnOpoBKa
HCTIOJB3YeMBbIX Kamep. 3ameTnM, 4To 3D Touku B 3THX oOnakax
COTIOCTABJICHBl B CHIJIy BBIIOJHEHHOTO COMOCTaBiIeHHsT ux 2D
npooOpa3oB. Ha Bropom sTane ouennBaercs nepemenieHue [1A
U3 TPEIbIIYIeH MO3UINH B TEKYIIyIO IMO3HIHI0. [I0CKOIBKY MBI
HaOJIr01aeM OJTHO U TO e MHOXKecTBO 3D Todek W3 JBYX cUCTEM
koopauHat (CK) (Tekymas u mpexppinymas mo3unus [1A), To
MOXKHO  pEIINTh  33a7ady  BBIUHCICHUS  T'€OMETPHYECKOTO
npeobpa3zoBanus (mepeHoc u BpamieHue) wMexay CK  atux
no3unmit  ITA. Jois ee  peleHHs dopmynupyetcs
ONTHMH3AIMOHHAs 3aJa4ya, TA€ B KauecTBe LENeBOH (yHKIMK
paccMaTpUBaeTCsl MUHUMHM3AIMS CYMMAapHBIX PacXOXKASHHUI IO
BceM ToukaM 3D obOmaka. Ee pemeHmem sBisieTcs JOKalbHOE
(oTHOCHTENBEHOE) TpeoOpa3oBanme Mexay nByms CK kamep. s
moJy4eHust abcomoTHoro mpeobpazosanus u3 muposoit CK B CK
TEKyIeH KaMephl JOCTaTOYHO OOBEIUHUTE MAaTpPHUIIEl JJOKATBHBIX
npeoOpa3oBaHuii Bcex mpeablaymnx nosunuii [TA, HauuHas c
nepBoil.  BbluncieHHblE — yKa3aHHBIM ~ 00pa3oM  MaTpUIIbI
npeoOpa3oBaHMil MO3BOJISIIOT TOJMy4aTh B KAKAOW IO3HLUH
Tpaektopun I[IA Bce 6 mapaMeTpoB, XapaKTEPHU3YIOLIUX
MOJIO’KEHHE aImapaTa B MPOCTPAHCTBE.

B paccmarpuBaeMOM TOAXO/€ Ha IIOJIy4aeMyK TOYHOCTB
BU3YaJIbHOW HaBHTAllMM HETaTHBHO BJIMSIOT JBa (hakTopa: a)
HEIOCTaTOYHOE KONW4ecTBO Touek B 3D oOmakax u 0)
ouInbOYHbBIE COTIOCTABIICHHS (outliers). [Moanepxanue
rapaHTHPOBAaHHOTO  KonuuectBa Toyek B 3D obmakax
obecrieyrBaeT aJaNTHBHBI QJTOPHUTM BBHIOOpPAa  OUYEpPEIHOM
obcunteiBaeMoit mosuuuu [IA Ha Tpaekropuu. YcTpaHeHHE
outliers nemaercs kak Ha srtame 2D o6paGoTku (moporosoe
OTCe4YeHHe, Kpocc-TPoBepKa), Tak M Ha dTame mocrpoeHus 3D
00J1akoB (SNUIMOJISIPHBIE OTPAaHUYCHUS B KaXJOH cTepeomape,
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UTEpaloHHas (QWIBTpanUsl TOYEK Ha OCHOBE CTPYKTYpHOH
KOTEPEHTHOCTH 00JIaKOB).

CyliecTBeHHOE  TOBBIICHHE TOYHOCTH  HABHTAIMH  JaeT
UHTETpallis B  ONHCHIBAEMYIO  BBIYUCIMTEIBHYIO  CXEMY
n3MepeHuit 60pTOBOI HaBUTAIMOHHOH cucTeMsbl. Mcmons3yembie
B OoproBoii HaBuraummoHHod cucreme IIA  mpubopsr
(TupoKoMIIachl, MAarHUTHBIE KOMIIachl) Hal0T aOCOIIOTHBIC
3HAUCHUS YTJIOB OPUEHTAINH, YTO MO3BOJIIET BOCIIPEISITCTBOBATD
HaKOIUJICHHUIO OIIMOKH CO BPEMEHEM — XapaKTepHOMY HETOCTaTKy
MHOTHX MeToJ0B. Ele ofuH 37eMEHT HOBH3HBI NPEAIaraeMoro
oaxonaa - paccMoTpeHa U oOmeHeHa 3((EeKTHBHOCTH
aNbTEepPHATUBHON CXEMBbI BBIYHMCICHUH ¢ yu4eToM 00paboTku 6-Tu
0011aKOB TOUEK, KOTOPBIE BO3HUKAIOT IIPU aHANIU3e 3-X cTepeomnap,
COOTBETCTBYIOMIMX 3-M IMOCIEJOBAaTeNbHBIM TO3MLHUAM IIA.
IIporpamMmuast peanusanysi BBINONHEHA C  HCIOJIB30BAaHUEM
CUDA-Bepcun 6ubmmorexn OpenCV.

2.2, ConocraBneHue 7]
0COOGEHHOCTEeN Ha U306paxXeHnAX

¢dunbTpayma

CormocTaBieHre TOYEYHBIX OCOOCHHOCTEH BBHIIONHSACTCS Ha 4-X
n300pakeHusIX - 2-X crepeonapax (1-2 u 3-4), COOTBETCTBYIOIINX
JIBYM IIOCIeI0BaTeNbHBIM no3unusaM [1A Ha Tpaekropun. Cxema
COIOCTABJICHUSI TIOCTPOCHA HA IPHMEHCHHUH JBYX aJTOPUTMOB
(bubmmoreka  OpenCV): a)  gmerekropa  SURF  must
HeKaIMOpOBaHHBIX Map m3o0pakeHuit (1-3 u 2-4). B atom cinyqae
BBIMOJTHSIETCS OCTPOECHHUE JASCKPUNTOPOB U BBIUUCICHHE OIECHKH
paccrosHuil Mexnay HUMHU (¢ (uiapTpamueld mo mopory); u 0)
aITOPUTMa BBIYUCICHUS IHUCIAPAHTHOCTH JUI KaaHMOpOBaHHBIX
ountieHHbIX nap (1-2 u 3-4). s kaxmoi mapbl n300paxeHui
BBINIOJTHSAETCS  CONOCTABJICHUE CJIEBA HANPaBO M CIIpaBa HaJEBO
(cross - checking). PesyabratomM  SABISIETCS  MHOMKECTBO
0COOEHHOCTEN, COIOCTABJIEHHLIX II0 BCEH LEMOYKe M3 4-X
n300pakeHui. DTO TO3BOIISIET MOCTPOUTH Ha CIEMYIOUIeM dTare
nBa obmaka 3D Todek, OTBeHAIOMIMX IBYM CTepeorapaM (IByM
no3uiusam [1A).

Aoanmuenas memoouka. C ydeToM TOTO, YTO OT KOJHYECTBA
COTOCTABJICHHBIX 0COOEHHOCTEMH 3aBUCHUT TOYHOCTh
mocyeayromeil  KarnmOpoBKM — KaMmep, Obula  peann3oBaHa
aJlanTHBHAS ~CTpaTerus BbIOOpAa OYEpENHOW  OIICHHBAEMOM
no3uiuu Ha Tpaekropuu IIA. Ecnm s tekymedt mnozunuu
KOJIMYECTBO  COTIOCTABJIICHHBIX  OCOOCHHOCTEH  IMONYyYHIIOCH
MEHBIIE 33/IaHHOTO TOPOTOBOTO 3HAYEHHs, TO BHIOMpaeTcs Oonee
Onu3Kasl IMO3HIMS, MOTEHIHAILHO OOCCIeUMBarOIas OoJbllee
4HCcIIo conocTaBieHnid. COOTBETCTBYIOMIMIA allTOPUTM HUCTIOIB3YET
JUIS 3TOr0 TIEPEMEHHBIA IIar BO BpPEMEHH Mg  (uKcarmu
YIIOBJIETBOPSIOIIEH 3TOMY YCJIOBHIO MO3UIIUH.

2.3. BbluucneHue nonoxeHus u opueHtauum MA
no 3D obnakam Toyek — ocobeHHoCcTeNn

W3meHeHus B MOJIOKEHUH U opueHTaumu [IA mpu nepexone B
O4epeaAHYIO IMO3HUITUIO MOXHO BBIYHCJIIUTD, onupaschb Ha
CpaBHEHHE JIBYX CONOCTaBJIEHHBIX (110 ToukaM) 3D o61axoB, 01HO
U3 KOTOPBIX IIOCTPOGHO B CHCTEME KOOpAMHAT IEepBOM
cTepeomaps! (TIpedblaylnas IO3WIHs), a OPYyroe B CHCTEME
KOOpAWHAT  BTOPOH  cTepeomapbl  (TEKymias  ITO3MIIHSA).
Beraucnenne 3D Touek Kakmoro W3 OONAKOB  BBIMOJHSETCS
0OBIYHON TpHaHTYIAIMEH (TIepecedeHne OByX Jydeil B cucreme
KOOp/IMHAT CTepeornapsbl) M0 COMOCTABICHHBIM OCOOCHHOCTSIM Ha
JABYX CHHUMKaxX CTEpEOIlaphl. BeruucinurenbHas 3aga4a CBOAUTCA K
PEIICHHUIO  TEpEONpeNeNIecHHOW  CHCTeMbl  ypaBHEHHH, Trae
JAHHBIMU  SIBIISTIOTCSL  KOOPJAMHATHI HAaOMIOJAeMbIX TOYEK, a
HEWU3BECTHBIMU SBIITIOTCS 3JIEMEHTHI MaTPUIIBI IPeoOpa3oBaHHUsI.

Russia, Vladivostok, September 16-20, 2013

ITycts nmepememenue ITA U3 TOYKH Pj; TPAeKTOPHH B TOUKY Pj
OIIpeNeNsIeTCs] HEKOTOPHIM HEM3BECTHBIM IpeoOpa3oBanueM Hj,
COCTOSIIMM U3 BEKTOpa MEPeHOCa U KBATCPHUOHA BPAILCHUS, | -
HOMEp TO3MLUM Ha TpaekTopun. bygem wuckate 3T0
npeoOpa3oBaHUe, OCHOBBIBASICH HA HMEIOIIEMCSl  B3aHMHO-
OIHO3HAYHOM COMOCTaBIeHHH JABYyX obmakoB 3D  Touek,
HaOJIOIaeMBIX MApOii KaMep, COOTBETCTBEHHO, B MO3HIMsX (i-1) u
i. Hepsoe o6maxo C * (x,y,z) 3agano B CK 1-oii crepeomapsr, 2-¢
o6maxo C 2 (X,y,2) - B CK 2-i1 crepeonapsl. 3amada HaxX0XKICHHS
Marpunbl H; pemraercss MeTonoM HeIMHEWHOH ONTHMH3aIMU C
orpannueHneM (ucnome3yercst OmOmmoreka MATLAB). B
KauecTBE  IapaMeTpoB  ONTHUMHU3ALUM  HCHONB3ylOTCS 3
KOOpPAMHATH BEKTOpa NepeHoca U 4 KOOPAUHATHl KBaTEPHHOHA,
ompenensomero spamenne H;. OrpannueHne 3a1aeTcsi yCIoBHEM
— HopMa kBarepuuona = 1. [enesas pynxmus Fj=Y || ¢, — ¢ -
Hi |, k — Homep Touku B o6make. 31mech {Ci'} — MHOXECTBO
TOUEK B TIepPBOM 06JIaKe U {Ci’} — MHOXECTBO TOUEK BO BTOPOM
obmake. Torma ¢ yweroM BBIYMCICHHOW MaTpuibl H; HOBOe
nonoxenue 1A BeMucisiercs depes mpeaslaymee Kak  Pi = Py’
H;. B kadecTBe ToukH, onuchIBatomei Tpaekropuio I1A, MOXHO
paccmarpuBath Touky Hadama CK xamepsr (0,0,0). ITockombky
HaM HY)XHBI KOOpDAMHATHI TO4YeK Tpaekropmu B MmupoBoit CK,
HEOOXOMMO BBIYUCIHTE mpeobpasoBanue 3 mupoBoir CK B CK
i-o#f Touku Tpaekropuu. Eciu B kauectBe MupoBoii CK BbiOpaHa
CK mepBoii mapbl B MOCIICIOBATEILHOCTH, TO Hy — enuHu4IHAs
Marpuna (st npousBoibHON mupoBoi CK HeoOxomumo 3HATH
Hp). C yderom 3HaHUS JOKIBbHBIX NpeoOpa3oBaHUM Uil BCeX
NpPEeIIISCTBYIOIMX TOYEK TPaeKTOPHU INpeoOpa3oBaHUE U3
mupoBoii CK B CK i-TOif TOYKM BBIUHCIAETCS  Kak
MOCIIe/IOBATEIbHOE MIPOMU3BEICHNE JIOKAIBHBIX NPEe0oOpa3OBaHUM:
Hw; = Hy - Hy *...- H;. CooTBeTCTBEHHO, MUPOBBIC KOOPIMHATEHI i-
oif TouKH TpaekTopuu [1A BBEIUUCISAIOTCS Kak Pi = Po * HW;.

Cmpyxkmypnotii  puromp. Jns wuckmouenus outliers wuz 3D
00JIakOB peayn30BaH HTEPALMOHHBIH (UILTP, OCHOBAHHBIA Ha
y4eTe CTPYKTYpHOW KOTEpPEHTHOCTH OOJIaKOB (COXpaHsIoNeecs
B3aHMOPACIIOJIOXKEHHE TOUYEK B IBYX 00Jakax). AnropurMudecKas
peanm3anus aHAJOTWYHA ONMUCAaHHOW B [6]. CiemyeT OTMETHTB,
YTO TAKOro pojaa GWIBTpALMs yAalseT, B TOM YHCIE, H
OCOOCHHOCTH, CBfi3aHHBIC C JWHAMHYECKMMH OOBEKTAMH,
XapaKTepHbIMM  JUIl  MOABOAHOI  cpenpl  (pbIOBI W Ap.
HepeMenIaoIuecs: 00bEKTHI).

2.4. UnTerpupoBaHne namepeHMin HaBUraLMOHHOMN
cuctembl AlA B BbIYMCNIUTENLHYIO CXEMY

HecMoTpst Ha CpaBHUTENBHO BBICOKYIO TOYHOCTH BBIYHCICHHS
JIOKaJIbHBIX MaTpHIl MpeoOpa3oBaHHs, C TEYCHHEM BPEMEHH
NPOMCXOMUT HAKOIUICHHE OMIMOKKM B abOCONIOTHOM MaTpHile
npeoOpa3zoBaHus, HOCKOJIBKY HOCIICTHSS (dopmupyercs
MEPEMHOKECHHEM JIOKaJbHBIX MATPHI[ MPEIIISCTBYIONIMX IIaroB.
Hamnbonee BecoMoii siBIsieTCs OMMOKAa B BBIYUCICHUH YIiia II0
KypCy B Hadaje TPacKTOPHH IBIDKEHHS. [IpeomoneTs yKa3aHHBII
HEIOCTAaTOK MOKET MPUBIICUCHHE JOTOTHATEIHLHON HHPOPMAIIUH.
PaccMoTpuM B KadecTBE Takod IOMONHHUTENBHON WH(OpMAIHN
u3MepeHne yriuoB opueHtauuu AITA, obecrieunBaemoe 6OpTOBOIA
HAaBUTALMOHHON cucTeMoil. V3BecTHO, 4YTO HCIOIb3yeMble B
HAaBUTAIMOHHBIX cuctemMax AITA mpubopsl obecreunBarOT
TOYHOCTH MO yriry Kypca ot 0.1° (rupokommac) 1o 1° u Ooinee
(MarHuTHBIM KoMmnac) (mis yrioB KpeHa W muddepenra sTa
TOYHOCTh BbImE). VM XOTd 3Ta TOYHOCTh (KaKk MOKazain
BBIUHCIIUTEIFHBIE SKCIICPUMEHTHI) HIDKE TOYHOCTH BBIYHCICHUN
JIOKAIBbHBIX HM3MCHCHHH OpHUCHTAIIMM BU3YaJbHBIM METOJIOM,
MPEUMYILECTBO KOMITaca 3aKIF0YaeTCs B TOM, YTO OH H3MEpSET
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a0CONIOTHBIE 3HA4YECHUs YIJIOB OpHEHTaruu ammapara. [lostomy
1enecoo0pa3sHo MHTETPHPOBATh B CXEMY BBIYHCICHUH JaHHEBIE
aOCONIOTHBIX YIJIOBBIX M3MEPEHHMH TakuM o00pa3oM, dYTOOBI,
COXpaHssl MPEHMYIIECTBO BH3YaJbHOTO METOJAa B BBIYUCICHHU
JIOKaIbHBIX ~ MEpEeMELICHUH, MpeNnATCTBOBaTh  HAKOIUICHUIO
OLIMOKK B BBIYMCICHUH aOCOJIIOTHON OpHEHTalMu. B HacTosei
peaT3aluy 3TO JENaeTcs CIeLYIONUM 00pa3oM.

Ha xaxmom mmrare OyxeM KOppEeKTHpPOBaTh Ty  4acTb
pe3yIbTUpPYIOMICH a0CONMIOTHOW  MAaTpHIbl  TPeoOpa3oBaHUs,
BBIYHCIICHHON BHU3yaJIbHEIM METOJOM, KOTOpas OTBEYaeT 3a
BpamieHHe. Marpuiy mnpeoOpazoBaHus M Mexay IByMs
cucremamu koopauHat (CK) moxHO mpeacraButs kak M =
R O

| . 3nech MaTpuna R oTBeuaer 3a BpaleHue, a BeKTop t -

t

3a mepeHoc Touku. V3BecTHo, uto, B obmiem ciaydae, t=-d - R,
rae d — Bekrop Hawana oxuoit CK B apyroit CK. Ilycte M,,, =

R, O

| 8U3

t

6U3

|6yneT a0CONIOTHOW MaTpuIlell mpeoOpa3oBaHUS U3

mupoBoii CK B CK kaMepsl, BBIYMCIEHHOH BU3yaJIbHBIM METOJOM
B TeKymel mo3unun. Kak GbUIO OMHCAHO BBINIE, OHA MOTydaeTcs
YMHOXXE€HHEM a0COTIOTHOM MAaTpHIbl MPEAbIAYIIeH MO3UIMU Ha
MaTpuIy JOKaJbHOTO IpeoOpa3oBaHUS TEKylled MO3UINH.
Cdopmupyem Tenepp CKOPPEKTMPOBAHHYKO MATpumy M,

R 0

| Kop

t 1

Kop
60pTOBOﬁ HaBHFaL[HOHHOfI CHCTCMblI Ha JaHHOM HIare. )IJ'ISI
BBIYHCIICHHUS tKOp BOCIIOJIL3yEMCH NMPUBEACHHBIM BBIIIC

COOTHOMEHHEM, TOTHA 1y, = - d - Ry, 1 b, = - d - Ry Orcrona
teop = tas - R - R
KOp ‘BU3 BHU3 KOp'

[, rme Riop TIONyd€HA IIO YIIOBBIM H3MEPEHHAM

2.5. ConocTtaBneHue no 6-tm oonakam

B onmcaHHOM BbINIE TOAXOJE  BBIUMCIEHHE  HCKOMOTO
npeoOpa3zoBaHus Ui Tekymied nmo3uimu ITA ocymiecTBiIsIocs ¢
YYETOM COIOCTaBICHUsS OCOOCHHOCTEIl NMPUMEHHUTENHHO K IBYM

cTepeonapam U300pakeHUH, COOTBETCTBYIOILIUM
MpenuiecTByIomed M Tekylied mno3unuu anmapara. Jloruuno
MPEANONIOKHUTh, UYTO COBMECTHBIH aHamM3  HH(OPMAINH,

CBS3aHHON C TpeMs ToclenoBaTelnbHBIME mo3ummsamu [TA (3
cTepeonapsl M300paKEHUIT) MOMKET ITOTEHIMAIBHO TIOBBICHTH
TOYHOCTh pacyeToB. B 3TOM ciydae Nmpu BBIYMCICHHH TEKYILETO
nmpeoOpa3oBaHUss MOTYT COIJIACOBBIBAThCS JaHHBIE, Kak C
MpelecTByonel, Tak U ¢ nocienyromeit nosunuu IIA. s
UCCIIEJOBAaHUS M OLEHKH 3()(EKTHBHOCTH TAKOTo Moaxona Oblia
peann3oBaHa clemyromlas cxema BeranciueHuid. [Iycts crepeonapa
1 COOTBETCTBYET MpENIECTBYIONMIEH IO3MINH, cTepeomapa 2 -
TeKyIleH MO3UIMH, U KOTOPOH BBIYMCISIETCS MpeoOpa3oBaHMe,
U crepeomapa 3 — mocnenyromed nosumud. s oOpaboTku
BbIOepeM  ciefylolue mapbl  crepeomap (B Kaxgon 4
n3obpaxenus): 1-3; 1-2; 2-3. [dns kaxnoit n3 Hux Oyner
BBINOJHATECA 00paboTKa, OmMMcaHHas Bble. To ecTb, OyayT
noctpoersl 6 3D o6makoB Touek. Ilo momyueHHBIM (6-TH)
o6JiakaM BBIYUCISIETCS JIOKAIbHOE MpeoOpa3oBanue (Matpuia Hj)
TaKUM ke 00pa3oM, KaK U B cilydae 2-X 0OJNAaKkoB, HO C JApPYroif
nenesoil ¢pyukuueil. Ilycrs {Cilj} — MHOKECTBO TOYEK B IIEPBOM
o6make, {Ci’'} — MHOMKECTBO TOUEK BO BTOpOM OGIaKe Ims j-TOi
napsl crepeonap (j = 0, 1, 2). LleneBoii ¢pyHKIMEH B 3TOM ciydae
Oyner:

F=Yllc®-c!"*Hi2||+ X[ ¢ - e *H23 |+ ¥ |
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- ¢ * H13 ||
HckombiM npeobpazoBanuneM sBisiercs H; = H12.

3. PE3YNIbTATbI BbIYMUCITIUTENIbHbIX
OKCMNEPUMEHTOB

Beruncmurensapie  skcnepuMeHTHl mpoBogmimck  Ha PC ¢
rpapuaeckoii miaatoit NVIDIA GeForce GTX 470 na psgme
MOJICTIBHBIX CIIEH C TPAaeKTOPHAMHU pa3nuyHOH (opMbl n ¢
pasHeiMH TiiyOuHamu (oT 1M nmo 10Mm). Bupg oxnolt w3 cueH
noka3aH Ha puc. 1. Bpems msmwkenus IIA mo tpaekropun - 130
cek. ba3oBoe paccTosHHME MEXAYy KaMepamMu —CTepeolapbl
BupTyansHoro ITA - 40cm. 3axBaT KaJpoB OCYILECTBIIIICS C

Puc.1. MogenpHas crieHa.

9acToTo 25 Kaapos/cek. PasperieHne 3aXBaThIBaeMbIX
n3zobpaxenuit 600x400 mukceneid. Be1Oop pacueTHBIX MO3HUINIT Ha
TPaeKTOPHH JieNajcs C MaroM (MakCUManbHBIM) 16 kaapoB u 32
kazpa. OleHuBaJach TOYHOCTh MeTOJa IyTeM CpaBHEHHS
BBIYHCIICHHOM TPaeKTOPHH C WCTUHHOW JUIS Pa3HBIX BapHaHTOB
IrOPUTMHYECKOH peanu3anuu: 1) 6a30BbIi (10 2-M obnakam); 2)
0a30BBIlf C y4ETOM YTIIOBBIX TMOKa3aHUH KoMmaca; 3) 6-Tu
0o0MayHBId anrOpuTM. AHAJIOTHYHBIM 00pa3oM OIEHHBAIACh
TOYHOCTH opueHTauuu [1A (cpenHee OTKIOHEHHE 10 3-M yriiam).
ITpuBOAMMBIE HW)KE PE3YJIbTaThl IONYYEHBl HA peajn3aliu
MPOTPaMMHOT0 KoMIuiekca ¢ ucrnonb3oBanuem CUDA-Bepcun
oubmorexn OpenCV. DkcrnepumeHTHl npoBomwianuch Ha PC ¢
rpaduueckoii wiatoit NVIDIA GeForce GTX 470. Ha puc. 2,3
MOKa3aHbl, COOTBETCTBEHHO, rpaduk MoBeAeHus Oomuoku ds
(OTKIJIOHEHHE BBIYHCICHHONH TPAaeKTOPHH OT UCTHHHOI) M Tpaduk
noBefieHUsT omuOku do (YCpeIHEHHOE YTIIOBOE OTKIOHEHHE) B
3aBUCHMOCTH OT BPEMEHH IBIKEHHS 110 TPACKTOPUH (IS CIIEHBI
Ha puc.l). Cpennee otionernue mo yriaam 0.3°. DkcriepUMeHTHI
MOKa3aJiM, 4TO JOCTUTAaeMble TOUHOCTHU AJd mara 16 kazxpos u 32
KaJpa MpaKTUYECKH OJMHAKOBBL. B Tabmuume 1 npuBeneHs
cpenHue (10 Beell ATMHE TPACKTOPHH) 3HAYCHMs OMHOKY dS s
BBIIICYKA3aHHBIX BapMAHTOB aIrOpUTMa U oOmee BpeMs
BEIUKCICHUI. Mcrmonmp30oBaHue TMOKa3aHWil Kommaca OOpTOBOU
HAaBUTAIIMOHHOM CHCTEMBI JaeT 1yt  0a30BOTO  BapHaHTa
aITOpUTMa TMOBBIIIEHHE TOYHOCTH 10 20%. AHanHM3 MOKa3bIBaeT,
4T0, 6-TH OOJAYHBIN ANTOPUTM, B CPaBHEHHH C 0a30BBIM, JaeT
MOBBIIIEHNE TOUHOCTH 10 40%, onHako B 4.5 pasa ycTymaer emy
0 BPEMEHHU.
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Puc. 2. Ommbka BBMHCICHUS TPACKTOPHH 0a30BBIM
aNrOpUTMOM (IIar Mo TpaekTopuu 32 xamapa).
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Puc.3. Omubka B BbIYKCIEHUN YIIIOB opreHTauuu ITA.

BazoBsrit Anroputm 6-Ti
AITOPUTM ¢ yderoM | oONa4HBIN
U3MEpPEHUH | aJropuT™M
YIIIoB
Cpenusisi omnbka ds 6.3 51 49
(cm) ' ) )
Bpewms (cex)
BEIYHCIICHUH 110 BCcel 16 16 73
TPacKTOPHH

Ta6a. 1. CpaBHuTenbHas 3G eKTHBHOCTS MOAUUKAINI METO1a
BU3yanbHOU HaBuramuu [1A. Beraucnenue napameTpon
TPaeKTOPHHU B MO3UIIKSIX, BBIOUPAEMBIX C IaroM 32 xajpa.

CnezlyeT 3aME€TUTb, YTO IMPHUBECACHHBIC peSyJ’leaTbI l'lOJ'[y'-leHbI B
PEeKHME BBIKIIOYEHHOTO CTPYKTYPHOTO (HIBTpPA, IOCKOJIBKY MPH
HE3HAYUTENFHOM TpupocTe B ToyHOcTH (Topsaka 10%) oH
CYIIECTBEHHO YBEIMYHMBAeT BpeMsi BhiuucieHui. Kak ciemyer u3
9KCIIEPUMEHTOB, COIJIACHO JIAHHOMY MOAXOAy OImuOKa B
BBIYHCIICHUM TPAEKTOPUH [UTsl 0a30BOTO BAPHUAHTA OL[EHHBACTCS B
cpenteM B 0.6% 10 OTHOIICHHUIO K PACCTOSHUIO JIO JIHA.

3AKIIOYEHUE

Pe3ynbTaTel BBIMMCIUTENBHBIX 3SKCIIEPUMEHTOB MOATBEPIUIH
HOTEHLHAIbHYIO 3()(QEKTUBHOCTD NMPEIOKEHHBIX MOANU(UKAIMIA

Russia, Vladivostok, September 16-20, 2013

BU3YyaIbHOTO moaxona K HaBurauun I[IA. B panbHeimem
IUIAHUPYETCS  ONTHMU3AlUs  BBIYMCIHTENHLHOH CXEMBI IS
YCKOPEHUS. BBIYUCIICHUI u MPOBEJ/ICHHE HATYPHBIX
9KCIIEPUMEHTOB ¢ ycTaHoBIeHHBIM [10 Ha Goprty I1A.

Pabora nonnepxana rpantoM POOU (mpoext Ne 11-07-00088-a)
u rpaaroM [IBO PAH (mpoekr 12-1-1115-04).
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3D SLAM from stereo vision

Abstract

We propose modifications of the visual navigation method of the
underwater vehicle by stereo images based on the integration
visual data and board navigation measurements, as well as the use
of 6 cloud computation scheme.

The results of computational experiments with synthetic data are
given.

Keywords: stereo vision, SLAM, visual navigation, feature
matching, underwater vehicle, trajectory
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PacnosHaBaHMe AMHAMMUYECKUX XKECTOB PYKU NOCPeaCcCTBOM 0OpaGoTKM
AanbHOCTHbIX U300paXeHUn YenoBeka

Baarn Haramersan
DakynbTeT HU3NKO-MATEMAaTHIECKUX M €CTECTBEHHBIX HAYK

Poccwuiickuii yHuBepcureT npyx0sl HaponoB, Mocksa, Poccust

AHHOTaUuA

PaccmarpuBaetcst 3aaua pacno3HaBaHUS AUHAMUYECKHUX KECTOB
PYKH 4yeToBeKa I CO3AaHMs UelIOBEKO-MalIMHHOTO HHTepdelica,
B KOTOPOM B3aHMOJEHCTBHE OCYLIECTBISAETCS IOCPEACTBOM
€CTECTBEHHBIX KECTOB PyKH 0e3 MPHKOCHOBEHHS K KaKUM JHOO
KOHTpOJUIEPaM M CEHCOPHBIM 3KpaHaMm. Pacrmo3HaBaHHe MO3UIIUU
U OpHEHTALMH DPYK OCYIIECTBIAETCS MOCPEACTBOM 00paboTKU
Ka)XIOT0 Kaapa BHAEOPAAA, IIOMYYEHHOTO OT TPEXMEPHOTO
ceHcopa. MneHTuuKaIms jkecTa OCyIECTBISIETCS TOCPEACTBOM
CpaBHEHMS TPAEKTOPUH LEHTpa JaJOHH C TPaeKTOPHIMHU
STAJIOHHBIX JKeCTOB. JlJii CpaBHEHUS TPAEKTOPUH JKECTOB
HCTIONB3YeTCs alTOPUTM JUHAMHYECKOH TPaHC(HOPMAIMH IIKAJIBI
spemend (Dynamic Time Warping - DTW).

PaccMaTpuBalOTCS JIBE CHCTEMBI, DPEalU30BAHHBIC Ha OCHOBE
NPEVIOKEHHBIX ~ QJITOPUTMOB,  MO3BOJIIOLINE  OECKOHTAKTHO
pHCOBAaTh Ha SKpaHE INEPCOHATIBHOTO KOMIIBIOTEPA C IOMOIIBIO
KECTOB PYK M TNajlbleB, a TaKKe pPAClO3HABaTh HKECTHI,
TPACKTOPHH KOTOPBIX MPEICTAaBIAIOT COOOI TreoMeTpHYecKHe
¢uryps! wiam qudpsl.

Knrouesvie cnosa. Pacnosnaeanue icecmos, OaibHOCHHOE
usobpascenue, DTW

1. BBEOEHUE

PacrioznaBanue KecTOB pyK SIBISETCS JOBOJIBHO AaKTyallbHOU
3aaue B TaKux MIPUIIOKEHUSIX, Kak HanpuMep,
aBTOMATHU3UPOBAHHBIN CypAOnepeBo; yIpaBJIeHue
KOMIIBIOTEPOM,  pOOOTOM  WJM  HCKYCCTBEHHOH  PYKOIA;
€CTECTBEHHOE B3aMMO/ICHICTBUE c TPEXMEPHBIMHU

KOMIIBIOTEPHBIMH  MOJIETISIMH  00BEKTOB M T.A. Ilomxonpl K
peLIeHHI0 JaHHOM 3ajadyd  OTJIMYaloTCs Jpyr OT JApyra
HCTIOJIB3YEMOil anmaparypoi u aaropuTMamMu oOpabOTKH JaHHBIX
o sxecre pyku. Hampumep, B pabore [1] mis pacrno3HaBaHHS
MO3MIMM PYKH M TalblEeB WCHONB3yeTcsl LBETHas Kamepa.
W3o6pakenue pyk otaenaercst oT (OHa C yU€TOM OTIMYHMS IL[BETa
KOXKHM 4YeJoBeKa OT 3amHero Qona. [lomyueHHoe n300pakeHHe
CIJIa)KUBAETCSl METOJIOM MeIHaHHOW (UIIbTpaliy, KOHTYPBI PYKH
BBIICIAOTCA C HNPUMEHCHUEM QJITOpUTMa IIOMCKAa KOHTYpPOB
CBsA3aHHBIX KOMIIOHCHT, a IIaJbIbl BBIACIAOTCI Ha OCHOBC
aHanM3a W3ruOOB KOHTypa pyku. B mpeanmoxeHHOH cucreme
KECTbI PYKH HCHOJB3YIOTCA JId YIPaBJICHUA BH}IeOKaMCpOﬁ
HOCPEJICTBOM B3aHMOJCHCTBHS C rpaduyeckuM HHTepdeicom
nojp3oBarens. B pabore [2] mia pacno3HaBaHUsl JUHAMHUYECKUX
JKECTOB PYKH CHCTEeMa CHauaia obydaercs Ha Moaessix 20 jKecToB,
UCTIONB3Yysl CKpbITyl0 Mapkosckyto Mmogens (CMM), rme B
KauecTBa JICCKPHUIITOPOB JKECTa BBICTYHAIOT KOI(DPHIHEHTHI
Oypre. B paboTte mpuBoanTCs TOYHOCTH pacro3HaBanus - 90%.
CylIeCTBYIOT TakXe IOJAXOJbl, OCHOBaHHBIC Ha INPHMECHEHUH
MIEPYATOK, OCHAIICHHBIX ceHcopamu [3], aHanmm3e NaibHOCTHBIX
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N300paKeHNH ¥ PAcMO3HABAaHMHM MO3UIUHM PYKH IIOCPEICTBOM
HCHOJIb30BaHNUs JICPEBbEB pelieHuit [4].

B nacrosmieii paboTe B KauecTBe yCTPOICTBA BBOJA KECTOB OBLT
BBIOpaH TpexMepHbIid cercop Asus Xtion Pro Live [5], koTopsrit
cHaOXeH OZlHOMU RGB KaMepoi, H3JIy4aTeseM
CTPYKTYPHPOBAaHHOTO HH(PAKPacHOTO CBeTa W IIPHEMHHUKOM,
KOTOPBI TPHHUMAET OTPaXXEHHBIH CBET OT MOBEPXHOCTEH
o0bekToB. B pesymprare ceHcop  BO3BpaIlaeT  IBETHOE
U300pakeHHe M [JAIbHOCTHOE H300pakeHHE C paspelIeHHeM
640x480 co ckopocthro 30 KagpoB B CEKyHIY, YTO BIIOJIHE
OpUeMJIeMO  JUISL  CO3/aHMSl TPWIOKEHWH, paboTarommx B
peanbHOM BpPEMEHH.

2. 3A0AYA PACNO3HABAHUA AMHAMUYECKUX
XECTOB PYKU

B 3aBucumocTH OoT BBIOOpa UYEIOBEKO-MAIIMHHOTO HHTEpdeiica,
3a/1a4eil pacrio3HaBaHUs JKECTa PYKH MOXKET ObITh:

1. Brluucnenue Mo3UIUHU PYKH/JIAI0HU.
2. OmnpezeneHre OPUCHTALMH JIA/IOHH.

3. HWpentudukauus Kecra IO 3aJaHHBIM 3TaJOHHBIM
obpazuam.

B cucremax, TpeOyIOIIMX HEMNOCPEACTBEHHOTO YIPABICHHS
HEPCOHANBHBIM KOMIIBIOTEPOM, POOOTOM WM BHPTYaJbHOM
KHUCTBIO C TOMOIIBIO JKECTOB PYK, JOCTaTOYHBIM SBIISIETCS
BBIUHCIICHHE MO3UIMKM M OPHEHTAlMU PYKU. IIpH 3TOM JOJDKHBI
YUHUTBIBaThCS Takue (akTophl, Kak pasnudue GopM pyk U 1Bera
KOXHU Yy PasHBIX JIOZCH, M3MEHEHHE OCBCIICHHMS H BO3MOXKHbIC
W3MEeHeHUs 3aaHero (oHa HabmromaeMoro denoBeka. [10cKoIbKy
TaK{e CHCTEMBI TPEOYIOT MTHOBEHHOT'O OTKIIMKA OT rpaduueckoro
uHTepdelica momp30BaTeNs, BpeMs 00pabOTKHM KaXIOro Kaapa
BUICOpsi/Ia HE JOJDKHO MPEBHIIATh 1/24 ceKyHABL.

B cucremax aBTOMaTH3MPOBAHHOTO CYpIONEpPEBOJA, 3ajgadeit
pacro3HaBaHuUs SBISIETCA WICHTH(UKAIS TOKA3aHHOTO KECTa 110
3aJaHHBIM JTAJIOHHBEIM oOpasmam. B maHHOM ciydae IOMKHEI
YUUTBIBATBCA Pa3HbIE CKOPOCTH IOKa3a XeCTa M BO3MOXKHBIE
OTKJIOHEHHSI PacIO3HABAEMBIX JKECTOB OT ATAIOHHBIX 00Pa3IoB.

I[anee PacCMOTPUM OCHOBHBIC JTaIlbl pa3pa60TaHHOFO ajlropuTma
AT peHICHUs IPUBEACHHBIX 3a1a4.

3. BbIMUCJIEHME NMOo3numMn " OPUEHTALUNU
JIAOOHW B KAOPE BUOEOPAOA

Kanp Buzmeopsima TpexMepHOro ceHcopa IpeAcTaBisieT coOoi
JNaJbHOCTHOE  W300paXKeHHE, KaKAbIH TMHKCEIb  KOTOPOTO
XapaKTepU3yeTcs pacCTOSHHEM J0 Kamepsl HaOmozxeHus. Ha
KECTHKYJIUPYIOIIEr0  4YeJIOBEKAa  CTaBUTCA  €CTECTBEHHOE
orpaHpueHne — 4YTOOBI CHCTEMa paccMaTpuBaja pPYKYy Kak
YIpaBJIAIoNiee yCTPOUCTBO, PACCTOSHHE PYKH 10 TPEXMEPHOro
CEeHCOpa JOJDKHO OBITH He OoJbllle PUKCHPOBAHHOTO 3HAa4YeHHs d.
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Jnst xaxaoro Kazapa BHUAEOpSA BBIMOJHSIOTCS — CIEAYIOLIHE
JCHCTBHS:

(1) VYnmanenme Bcex TOYEK, KOTOpHIE He
paccMaTpHuBaeMylo 30HY (TToporoBast 00paboTKa);

BXOOAT B

(2) INouck cBSI3aHHBIX KOMIIOHEHTOB;
(3) Berancnenue eHTpOB KOMIIOHEHTOB,;
(4) OunpTpanyst KOMIOHEHTOB.

IMepBBlif Iar anropuTMa OCYLIECTBISICTCS IyTEM CpaBHCHHE
3HAYCHHMS KaX[OH TOYKHU KaJpa ¢ 3apaHee M3BECTHBIM 3HAYCHHEM
d. Ecnu 3HaueHHe TOYKU mpeBblmaeT d, TO TOYKe HPHCBaHBACTCS
3HaYeHHe HOJb. OOGO3HAYMM MOJYYEHHOE IOCNE IOPOrOBOM
00paboTKH TaNbHOCTHOE N300pakeHue OyKBoi S.

Onpenesenne 1. B mso6pakennn S Hazoem toukn (X, Y) wu

(X,, y,) CBA3aHHBIMH, €CJIM CYHECTBYET HOCICAOBATCIBHOCTH
TO1CK (X01yo): (X11y1):
(X01 yo) = (X, Y) ' (Xn ) Yn) = (X', y’) > TOUKH (Xi—11 yi—l)

u (XI y yl) SIBJISIIOTCS 8-CBSA3aHHUMBI COCCAsIMU U BBINIOJHAIOTCA

(Xn ) yn) Takux 4TO,

YCIOBUS S(Xi—11 yi_l) >0, S(Xi , Y.) >0 IS BCEX
3Hauenwii | 6{1,2,...,n}.

Onpenenenne 2. CeszanHoll komrnoneHnTod C B n3o0pakeHuu S
Ha3bIBACTCS MHOXKECTBO Touek C Z{(X, y) . S(X, y) > O},

rae mo0bie aBe TOukH U3 C SIBIAIOTCS CBSA3aHHBIMH JPYT C

! r 9
Apyrom u BCC CBS3aHHBIC TOYKH (X y y ) C TOYKOH

(X, y) € C npunaanexar muoskectsy C.

IMouck cBsI3aHHBIX KOMIIOHEHTOB OCYIIECTBIISIETCS B JIBA [IPOXO0/A,
MOCPE/ICTBOM aITOPUTMa TTOMCKA CBSI3aHHBIX KOMIIOHEHT B rpade
[6]. Bo Bpemst mepBoro mpoxoaa BCe TOYKH H300pakeHHs S
MOMEYAIOTCs. BPEMEHHBIMH METKAaMH, I/ie METKH INPEACTABISIOT
coboii ¢ posbie 3HaueHus1. [lapannensHo, co31aeTcss MHOXKECTBO
9KBHBAJICHTHBIX MeTOK. Hampumep, Ha pucyHke 1 metku 2 u 3
SIBJISTIOTCS YKBHBAJICHTHBIMH. BO BTOpOM 1poxojie Bce BpeMEHHBIE
METKH MEHSIOTCS Ha METKY C MUHUMAJIbHBIM 3HAYeHUEM M3 YHCIia
9KBHBAJICHTHBIX MeToK. Hampumep, Ha pucynke 1 wmetka 3
nomeHsercss Ha Metky 2. [locie BTOporo mpoxojaa, MHOXECTBO
TOYEK, TOMOYEHHBIX OKBHBAJICHTHBIMH  MeTKaMH, Oyzer
MIPE/ICTABIATE COOOM CBSI3aHHYIO KOMIIOHEHTY B M300pakeHUH S.
Hampumep, Ha pucyHke | MHOXECTBO TOYEK, MOMOYEHHBIX

METKOH “1”” M METKOM “2” SIBISIOTCSA CBA3aHHBIMH KOMIIOHEHTAMHU

B NIPUBEICHHOM H300paKCHUH.
o|o|o|e|ofofo|[2|a]2]a]|o]|o]o|fr]a]2]1o]0]0
o|o|o|e|ofofo|[2|a]1]a]o]o]o|falala[10o|0]0
o|lo|lo|o|lo|o|o|{o|o|o|o|o|o|o|[o]ofofololao
0|e|eo|0|e|e|o|[o|2]2]0]3]|3]0]| of2]2fof2]2f0
0|e|e|0|e|e|o|[o|2]2[0[2]3]0]|0f2]2 2] 200
0|e|e|e|e|o|o|lo|2]2]2]2]|0]0]| off2l2][2][200]0
o|lo|lo|o|o|o|o|{o|o|o|o|o|o|o||ofo]o[of0]a]o0

Pucynok 1 —  IlpuMep MapKUpOBKM TOYEK CBSI3aHHBIX

KOMIIOHEHT B JaJbHOCTHOM H300pakeHuu. CieBa HampaBo
MOKa3aHbl COOTBETCTBEHHO MabHOCTHOC H300pakeHHe, IJIe
TOYKaMH O0OO3HAYCHBI MUKCENH, 3HAYEHHsS KOTOPBIX OOJbIIE
HyIlsl; MapKHpOBKa IIOCIIE IMEPBOr0 MPOXOJa M MapKHPOBKa
OCJIe BTOPOTO MPOXOIa.

Russia, Vladivostok, September 16-20, 2013

K(X,y) METKy  TOYKM (X, y)B

n3obpaxxennn S. ClenylomyM I[IaroM aJroputMa SIBISICTCS
BBIUKCJICHHE IIGHTPOB HAW/ICHHBIX CBS3aHHBIX KOMIIOHEHTOB.
LleHTpBl BBIYMCIAIOTCS OTACNIBHO JUIL KKAOTO KOMIIOHEHTA
nocpeAcTBOM MoMeHTOB. Ilycte C - cBsi3aHHas KOMIIOHEHTa B
M300paKEHUH S, TOYKH KOTOPOTO OBUIM MapKHPOBAaHbI METKOIi C.

O6o3HaunM  uepe3

OnpenenuM MOMEHTHI MEPBOTO HOPSIKA MO’O, M 01 Ml,o

KOMIIOHEHTa C CIEYIOIIM obpazoM:

MO’O=ZZI(X,y), M0,1=22y-l(x,y),

Ml,OZZZX'I(X1Y)a rae
Xy

1(x,y) = 1, ecnu K(X,y) =¢C

0, 6 npomusnom cnyuae '
Boruncnute nieHTp kommoneHTa C MOKHO CIICAYIONIHM 00pa3oM:
M, M
1,0 0,1
(><c,yc,zc)=(—|v| M ' S(Xe, Ye))-
0,0 0,0

JJaIOHU  MOXKET OBITh  BBIYHCJIEHA nocpeaACTBOM MOMECHTOB
BTOpPOTO IOpsJAKa.

OpueHTranus

CremylomuM  IIaroM  airoputMa  sBIgeTcs — (QUIBTpAIHs
HaWJIEHHBIX CBA3aHHBIX KOMIIOHEHTOB. I3 BCeX KOMIIOHEHTOB
YIAISIOTCA:

1) KOMIIOHEHTBI, pa3Mep KOTOPBIX CIMIIKOM MaJl, YTOObI
OBITh H300paKCHUEM JIaJIOHH YETIOBEKa;

LIEHTPBI

pacroyioxeHus: B TeueHue BpeMeHH. [IpuMeuanue: st

2)  KOMIIOHEHTHI, KOTOPBIX ~ HE  MEHSIOT

OTCIICKUBAHUS MECTOTIOJIOKECHUS LIEHTPOB
paccmarpuBaeTcss (GUKCHPOBAHHOE YUCIO MPEABIIYIINX
KaJpoB BUEOPSIA.

Ha ocHoBe mpeayioxeHHOTO anropuTMa ObLIO pa3paboTaHO
MpOrpaMMHOE TPHIIOKEHHE, IMO3BOJSIONIEEe CO37[aBaTh PHUCYHKH
Ha MEPCOHAIPHOM KOMIBIOTEPE MOCPEICTBOM JHHAMHYECKHX
kecToB pykn. Ha pucyHke 2 moka3aH WHTep(eHC MporpamMMEL.
OOBEKTHI pa3HOTO IBETa Ha PUCYHKE 2(2) - 5TO PacHO3HAHHBIC
CBSI3aHHBIE KOMIIOHEHTHI B Kaapax Bujeopsaa. s Kakmoro
KOMIIOHEHTa IIBET BBIOWMpaeTCs CIy4aliHBIM 00pa3oM, HO Tak,
49TOOBI B OHOM BHAEOKAJpE ABA PA3HBIX KOMIIOHEHTA HE MMEINN
OJMHAKOBOTO I[BeTa. Pacmo3HaBaHMe MO3WINH PYKH B KaKIOM
KaZipe BHAEOPSIa OCYIIECTBISIETCS B TEUCHHE HECKOJIBKHX
MIJUIHCEKYHJI, 9TO TO3BOJIAET PHCOBATh HAa SKpaHEe KOMITBIOTEpA B
peaTbHOM BpeMeHH, 0€3 ONIYIIeHHUS 3aIePKKH OTKIIMKA. 3aMeThM,
YTO KOJMYECTBO JIOAEH W pyK He orpaHuueHo. Buneo-
JIEMOHCTpAIHs IPOTPaMMBI I0CTymHa B [7].

2 TPTeP POt S ——— - —
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Pucynok 2 — U urepdeiic nporpamMmbl IJisi PUCOBAHUS C
MIOMOII[BIO XKECTOB PYKH.

(a) MHOXeCTBO BCEX PAClO3HAHHBIX KOMIIOHCHTOB BO BCEX
kagpax Bupeopsma. (D) MHOXkeCTBO IIGHTPOB  BceX
pacro3HaHHBIX KOMIIOHEHTOB BO BCEX Kaapax Bupeopsa. (C)
JanbHOcTHOE M300pakeHue. (d) CriaxeHHOE NaIbHOCTHOE

n300pakeHNe.

4. WVDEHTU®PUKALIMA OUHAMUYECKUX XKECTOB
YKU

3amauell WACHTH(UKALMU JKECTa SBISCTCS MOMCK ATAJOHHOTO
obpaslia, KOTOpPBII HMMEeT MHHHMAIBHOE pACCTOSHHE IO
MOKa3aHHOTO »KecTa. B ciydae JMHAMHYECKHX JKECTOB 3a1ava
UICHTU(UKALMN YCIOXKHICTCS HEONPEACIICHHOCTRIO Hayajga |
KOHIIa MOKa3aHHOro jxecTa. OOGOWUTH 3Ty TPYAHOCTH MOXHO
MOCPEACTBOM HAJOKCHHS OTPAaHMYCHUH Ha KECTHKYIHUPYIOIIETO
YeIOBeKa — HAYalloM »JKeCTa ONpeIeiuTh BpeMs, KOria
PACCTOSHUE PYKH OT CEHCOpa CTAHOBHUTCS MEHBIIE YeM 3aJJaHHOE
3Ha4yeHne d M KOHIIOM JKECTHKYILSILUU - BPEMsi, KOT/Ia PaCCTOsIHHE
cranoBurcst Oosnpme dyeM d. B 3TOM ciiydae BBIYMCIUTH
KOOPJIMHATHI LIEHTPOB JIAJOHEH MOXKHO MOCPEICTBOM alrOpUTMa
NIPUBEICHHOMN B pa3nene 3.

I/I}ICHTI/I(l)I/IKaIII/ISI JUHAMUYECKOTO KECTa OCYUIECTBIIICTCA B JIBa
oTamna:

1. Co3szganue 3TaJOHHEBIX KECTOB.

2. CormocrapjeHHe IOKA3aHHOTO KECTa C ATAJOHHBIMH
oOpasmamu.

Hpe}lCTaBI/IM }II/IH&MI/I'-IGCKI/Iﬁ JKECT B BUA€ BPEMECHHOI'O psAaa (pI/IC

3).

™ PN
N A
3 ¢ A
LV, v
(b) (©
Pucynoxk 3 — (a) Tpaekropus sxecra. (b) — H3menenue
KOOpJIHMHAT [EHTpa pykd no ocu abermce (C) - M3MeHenue
KOODJIMHAT [IEHTPA PYKH 0 OCH OPJIUHAT.

O6o03HaunM OykBO# P BpeMeHHOH psf {p11 Py, pm}, rae

p; = (Xl, yl) npejcTaBusieT  co00i  KOOpAMHATHI  LEHTpa

NajioHH B TIEpBOM Kazape Buaeopama m o P, :(Xm,ym)- B

HoCNeHeM Kaipe. 3aMeTuM, 4to Iudpa M, MpeacTaBisiroInas
co00if KONMYECTBO KaJpOB B BUIEOPSAEC IPH MOKa3e OJHOTO
JKECTa, MOXKET MEHSATHCS BO BPEMsI PasHBIX IOKA30B OJHOTO H
TOTO K€ XKecTa.

ComnocTaBieHle ABYX IUHAMHYECKHX XECTOB OCYIIECTBISAETCS
NyTeEM HOPMAIM3alMM W BBIYUCIEHHMS PACCTOSHUS MEXKAY
COOTBETCTBYIOIIMMHA  BPEMEHHBIMH  pAJaMM € TOMOIIBIO
aNropuUTMa AMHAMHYECKOH TpaHC(HOPMAIIUK IIKAJIBI BDEMEHH.

S, =min{X;, X,,..., X, },
= Max{X;, Xy, X }. Sy =min{yy, Yy, Yoo}
Ey :max{y11y2""’ym}’ Dx :1/(EX_SX)’
D, =1/(E, -S,). C,=(E, +S,)/2,

Beegem 0003HAYEHMS:

ty
I

<
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C,=(E, +S,)/2. Hopwamusosanmmiii spemenmoii psn
P ={p{ P2 Pr}. e
pi=((%-C)-D,,(¥,~-C,)-D,), am sncex
sHaveHuii | 6{1,2,..., m}. CpaBHEHHE IByX HOPMaJIM30BaHHBIX
P'={p,, Pz P} m

OCYIICCTBJIACTCA

3aIlMCbIBaCTCs B BHJIC

BPEMEHHBIX psinoB

Q" ={th, G O}

npuMeHeHust anmroputma DTW [8]. Jlnst 3a1aHHBIX BpEMEHHBIX

MIOCPEACTBOM

N mxn
panoB crpoutcs Marpuma paccrosunii A € R Ha METpHUKe

MamnxeTTeHa.
a;=d(p,d;)= pi)—d; ) | +] pi(y)—d; (V)|
CreqyrolmiM [IaroM sBISACTCS MOMCK IMyTH B MaTpHIE

mxn
AeR , HAUMHAIOIIETOCs C 1MeMeHTa &, M JIOCTHTAIOIIEro

ajeMeHTa A

mn> WA KOTOPOTO CyMMa 3HaYeHUH 3JIEMEHTOB

JIAHHOTO  IyTH MuHUManbHa. Hailitu Takoii myTh 3a
MOIMHOMUANBHOE BPEMsl MOXKHO IIOCPEICTBOM  AITOPHUTMa

mxn

JIMHAMHUYECKOTO TPOTrpaMMHUpOBaHus. s MaTpuLbl AeR
m+1) X (n+1

CO3J1a€TCA HOBasg MaTpulia B S R( IX( ). DneMeHTy b11

npHucBanBaeTcs 3HaueHue 0, a IPOYNM dIIEMEHTaM IepPBOH CTPOKH

¥ IepBOro CTONOHA Matpumsl B - smauenme co. OcraibHELC
SJIEMEHTHl MATPUIBl  BBIYMCISIIOTCS — CIEAYIOMMM  00pasom:

bi,J =a; + min{bi—,j ' bi,j—l’ bi—l,j—l}' B

KOE)(b(l)I/IL[I/IeHTa CXOXKECTHU JBYX BPEMECHHBIX PAOOB BLI6I/IpaeTC${

Ka4deCTBC

3HA4YCHUC DJICMCHTA bm+1,n+1 .

Ha ocHOBe mpeUIOKEHHOro anropurMa Obuta paspaboTaHa
CHCTeMa paclo3HAaBaHMS AUHAMHYECKHX JKECTOB PYKH YeJOBEKa.
Cucrema pacmo3naer 12 xectoB — 10 mudp wu n1Be
reoMeTprueckue Gpurypsl. UeloBeK ¢ IMOMOLIBIO ABHKEHUS PYKH
pucyer mudpsl u reomerpuueckue ¢urypsl. Kaxkaslii sxect
COMNOCTABISIETCSI CO BCEMH JTAIOHHBIMHU JXecTaMH. B kauecTBe
pacro3HaHHOTO JKecTa BHIOMPAETCsl ITATOHHBIH JKECT, KOTOPBIi
uMeeT HauOONBIINA KOA(POUIMEHT CXOXKECTH C IOKa3aHHBIM
xecToM. MHTepdeiic peann3oBaHHON CHCTEMBI IIOKa3aH Ha
pucyHke 4.

+ TigTep Paint

Recognized gesture:

Five

Pucynok 4 — Hurepdeiic mnporpamMMsl pacro3HaBaHHS
JUHAMHYECKUX KECTOB PYKH.

3aMeTHM, 4TO HalpaBJeHUE TO0Ka3a )KeCTa BIMIET Ha Pe3yabTaThl
pacniozHaBanusi. Hampumep, ecnu mokaszaTe LMGpY HOJb IO
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4acoBOM CTPEJIKC U IIPOTUB LIa.COBOI‘/‘I, TO IIporpamMMa NpUuMET 3TU
JKECThbI 3a JIBa pPa3HbIX. Pacrnio3Hath XKecThl HE3aBUCUMO OT
HapaBJICHUA JBHKCHUSA PYKU MOXKXHO IHOCPEACTBOM XpaHCHUS

UL KOKIOrO  JTAIOHHOTO  JKECTA  BPEMEHHBIX  DSIOB,
BBINOJHEHHBIX 10 PA3HBIM HATIPABICHHUSIM.

5. PE3YIIbTATDI

[peyIoKEHHBIA  QIrOPUTM  PACIO3HABAHUS  MHAMHYECKHX

JKECTOB PYKU OBLIT MPOTECTUPOBAH Ha 0a3e JKECTOB JIByX pPa3HBIX
moneii. TectoBas 6aza Bkmowana B cebe 2400 xkecToB NIBYX
YeNOBEK, IMOKA3bIBAIOIIUEC IU(PPBI OT HyJIsS IO ICBATH W JIBE
reoMeTpuieckue (GpUTypel — KBagpaT W TPEYrOJbHUK. B kadecTBe
JTaJIOHHBIX JKECTOB M3 TECTOBOM 0a3bl MPOHM3BOJIEHBIM 00pa3oM
ObUTH BRIOpaHBI 12 00pa3noB, Mo OJJHOMY IS KXKIOTOo Kiacca. B
Tabnuie | mpUBeNeHBI XapaKTEPUCTUKU KaueCTBa PacIiO3HABAHUS
aNrOpHUTMa, TJIe TOYHOCTh PACTIO3HABAHUS OTPEICISACTCS KaK JIOJS
KECTOB  JICHCTBUTEIFHO MPHUHAUICKANINX JTAHHOMY  KIacCy
OTHOCHUTEIIPHO BCEX JKECTOB, KOTOPHIC CHCTEMa OTHECIA K 3TOMY
knaccy. IlomHoTa pacmo3HaBaHUS OMNMpPEICTSICTCS Kak OIS
HAMJICHHBIX KIACCH(PHUKATOPOM JKECTOB MPHHAIICKAIIUX KIIACCy
OTHOCHUTEIILHO BCEX JKECTOB 3TOTO KJIacca B TECTOBOU BBHIOOPKE.

Tabmuia 1 — XapakTepuCTHKU KauyecTBa Paciio3HaBaHHs

TecToBasi BbIOOPKa

Xapaxkrepuc-
THKH Ka4yecTBa
pacno3HaBaHHsI

0|1(2|3|4|5|6[|7|8|9|A]|O
TouHocTh .75(.83| 1| 11.79(.82/.81| 1| 1 |.73|.88|.95
IMoanora .88/.98|.86| .9 1|76/ 1|1 |.7(64 1]|.7
W3 tabmumpl | BUIHO, YTO CpEIHSAS TOYHOCTH PACIIO3HABAHHS
cocraBnsier 88 mpOIEHTOB, a CpemHss NoiHOTa — 87, 49TO
SBIAETCS TPHEMIEMBIM PE3ydbTaTOM JUIi  HCIOJB30BAaHUS
MIPEUTOKEHHOTO aNropuTMa BO MHOTHX cucTeMax
B3aNMOJICHCTBHUS JeIoBeKa c MAIIHHOH. Oumbxn

KJIacCU(HUKaTOpa MOKHO OOBSCHHTH KaK OIIMOKaMH OIepaTopa
BO BpEMsl KECTHKYISIIUM, TAK M CXOXKECThIO BPEMEHHBIX DPSIOB
HEKOTOpPBIX KecToB. KonuuectBo m1aroB, TpeOyeMbIX s
CpaBHEHHMS JIBYX JKECTOB C YMCIIOM Ka/[pOB M M N COOTBETCTBEHHO,

OLIEHUBaeTCA Kak O(m X n) , UTO II0O3BOJIIET PACIIO3HATH JKECT

Cpasy K€ NoCJIC 3aBEPUICHUA €TI0 IToKasa.

6. SAKNIOYEHUE

BbInosiHeHHBIE 3KCIIEPUMEHTHI TOKa3bIBAIOT, YTO NPEUIOKEHHBIE
AITOPUTMBI U METOABI MOTYT OBITH MICIOJIB30BaHbI ISl CO3JaHHs
HOBBIX THIIOB YEJIOBEKO-MalIMHHOTO HHTepdeiica. OHM MOryT
OBITh PaCIIMPEHBI M HMCIOJb30BaHbI ISl PUCOBAHHS C TOMOIIBIO
JKECTOB PYK KakK aJbTE€PHATHBA CEHCOPHBIM 3KPaHOM U KakK cI1ocod
NEPEBO/IA JKECTOBOTO SA3bIKA ITyXOHEMBIX Ha €CTECTBEHHBIN SI3bIK.
B panpHeleM miaHUpyeTcss CO3/aTh HPOTOTHUI HPOTrPaMMBl,
KOTOpasi MO3BOJMUT pPaclo3HaBaTh CTATUYECKUE U JMHAMHUYECKUE
JKECTBI SI3bIKA [NIyXOHEMBIX.
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Cucrtema nokanusauum po6oTta Ha OCHoBe nonycgepnyeckon Kamepbl

Anexcarnp OBunHHNKOB, X0a ®an
Kadenpa PannosnekTpoHHIKT

Tynbsckuii I'ocynapcrBenssiii YHausepeuret, Tyina, Poccus
admin_telex@mail.ru, dolphin22a@yahoo.com

AHHOTauusa

B naHHOM cTaThe paccMaTpuBaeTCs 3aJaya JOKAIU3aluH poboTa
¢ HOMOLIBI0 KOMOMHMPOBAHHOM CHCTEMbI Ha OCHOBE OJIOMETpa M
nosycepudeckoidl  kamepbl. M3MepeHHs a3MMyTalbHBIX YIJIOB
BBITIOJTHEHHBIE Ha OCHOBE JAHHBIX OT IOJIyC(hepnIecKoi KaMepsl
KOPPEKTHPYIOT HaKaIUIMBaeMyI0 IIOTPEIIHOCTh OJOMeTpa Io
MIPEUTOKEHHOMY aJTOPUTMY, OCHOBAaHHOMY Ha pacIIMPEHHOM
¢buneTpe Kanmana. Ha ocHoe Unscented Transform npensiosxen
ITOPUTM MHHULHAIH3AIWN  BEPTHKAIBHBIX JIMHUH, KOTOPBIH
obecrieunBaeT O6osiee TOYHYIO OLEHKY IUIOTHOCTH paclpeesieHUs
BEPOSITHOCTEH KOOPIMHAT BEPTHKAIBHBIX JIMHUII IO CPABHEHHIO C
4acTo UCNOJB3yeMbIM (uibTpoM Kamvana.

Knrouesvle cnosa: nokanuzayus, nonycgepuueckas kamepd,
pacwupennsiii puromp Kanmana, Unscented Transform.

1. BBEAEHUE

Jnst ynpaBineHuss MOOHIBHBIMH 00OBbeKTaMu (asiee pobOTamu) B
aBTOHOMHOM pPEXHMe TJIaBHOI sBIsETCS 3ajada JIOKaJH3alluy,
KOTOpas TO3BOJISIET OICHHBATh TEKYIIHE KOOPAHHATHI po0OTa C
MaKCUMaJbHOM  BO3MOXKHOM  TOYHOCTBIO TP  HaJIW4UH
pasmM4YHOrO poja IIyMOB M ToMeX. JlaHHas 3agada d9acTo
pemraercss C TIOMOLIBIO BCTPOSHHBIX B poOOTE JAaTIYHUKOB
(HampuMmep, OIOMETp, HAaTYMKH PACCTOSHHUN) WM BHEIIHUX
opueHTHpoB.  CaMOCTOSITENIbHOE  WCHONB30BaHHE  CHUCTEM
JIOKaJM3alMM Ha 0a3e IaTYMKOB PACCTOSHHH WM OJOMeTpa
3aTPYAHHUTENIBHO H3-32 HAJIMYMs HaKaIlIMBaeMOW BO BpPEMEHH
MOTPELIHOCTH IO ONPENEICHHIO MapaMeTpoB JBIKEHUST podoTa.
D10, B CBOIO O0Yepellb, IOPOIIIO Pa3paboTKy KOMOMHUPOBAHHBIX
cucteM. [IpuHIUI paboOTHl TaKMX CHUCTEM, B OCHOBHOM, OCHOBAaH
Ha KaJIMaHOBCKOHM (DMIIBTpaIuy, KOTOpas peKypCHBHO OIICHHBAET
BEKTOP COCTOSTHHM CHCTEMBI MO MOCIEeI0BaTEIbHON BYXITaHON
MPOLIETyPe - SKCTPATIOISALMH H KOPPEKIIUH.

B nocnennee BpeMst Bc€ 60NbIINN MHTEPEC BBI3BIBAET pa3paboTka
KOMOMHHMPOBAHHBIX CHCTEM Ha OCHOBE CHCTEM TEXHHYECKOTO
3perns (CT3). OnHako aByMepHBIE H300paKeHUs1, GPOPMUPYEMBIE
CT3, He TO3BOJSIOT IOJHOCTHIO PEIIUTh 3a1ady JIOKaTW3aIliH,
T.K. OHH HE cojaepaT MH()OPMALUUH O TIyOWHEe H300paKEeHHUs.
JInst ycTpaHeHusI JaHHOTO HeJoCTaTKa TpeOyroTes 1Ba wim Gomee
N300paKeHNsl, TMONy4YeHHbIE C pa3IM4YHBIX PpaKypcoB IS
OMpE/CNCHNs] KOOPANHAT UHTEPECYIOIUX OOBEKTOB, UYTO BIICUET
3a coOoii ucnonp3oBanue B CT3 HECKONBKUX KaMep pa3sHECEHHBIX
B IpocTpaHcTBe. Monens usmepenus Ha ocHose CT3 ¢ n1Byms u
Oosee  KaMepaMH  XapaKTepH3yeTCs  BBICOKOH  CTEIeHBIO
HENIMHEWHOCTH, KOTOpas MPUBOJUT K HETOYHOH OIIEHKe
IUTOTHOCTH PAaCIIpPEeNeHNs] BEPOITHOCTEH M3MEPEHUH 110 METOIY
pacumpenHoro ¢unbrpa Kammana [1]. Kpome Toro, To4HOCTH
OTIpE/CNCHUs] KOOPANHAT 00BEKTOB 3aBHCHT OT CMEICHHUS MKy
KaJpaMH, KOTOpPOE CB3aHO C YIJIOM Tapajulakca MEexIy
nosunusamu CT3 1o oObekra.

B pabore [1] npexacrapieH cTaHIapTHBINA aIrOPUTM JIOKATH3AUN
Ha ocHoBe CT3, HO He PacCMOTPEHO BIMSHHE HEIUHEHHOCTH
MOZEN HaOMIOZEeHWs Ha pe3ylbTaT OOpabdOTKM alropuTMa.

122

HrnopupoBaHue HeNMHEHHOCTEH U TNPEAEIbHOE YIPOIIECHUE
CUTYallUM MOXET CYLIECTBEHHO CHHM3UTh 3((PEKTHBHOCTH
AITOPUTMOB OLEHUBAHHA KOOPIAMHAT B pPEAIbHBIX CHCTEMax
nokanmm3auud. B pabore [2] mpemsiokeH METOA  OLCHKH
OJHOMEpPHOH  IUIOTHOCTH  paclpelielICHUs  BEpOATHOCTEH
HaOJIFO/ICHNH, KOTOPBIH IO BpeMEHH HaOIONCHUS YIydIlaeT eé
aNMpoKCUMAIMIo, HO TIPH  3TOM TpeOyeT  BBICOKHX
BBIYHCITUTENBHBIX 3aTparT.

B nanHnoii pabore mpeanaraercst aaropuTM JOKAIU3AUU podoTa
Ha OCHOBE KOMOMHHPOBAHHON CHCTEMBI BKIIOYAIOLIEH OIOMETP U
nosrychepuieckyro Kamepy. Paccmotpenst BOIIPOCEI
MHAIHMATU3ALIH XapaKTEePHBIX 00BEKTOB, IPUBENICHBI PE3yIbTaThI
SKCTIEpUMEHTAIIBHBIX UCCIIEI0BAHUIA.

2. PABPABOTKA PACLWUUPEHHOIO ®UIBbTPA
KANMAHA Onda NOKANU3ALUUN POBOTA

M3BecTHBIE CHCTEMBI JIOKaIH3aluU MpH 00paboTKe WHPOPMAIHH
OT JAaTYMKOB OINHUPAIOTCA HA ONTUMANBHYIO (GHIBTPAIMIO Ha
ocHoBe ¢mibTpa KanmMana, KOTOpBIA paccMaTpuBaeT COCTOSIHUE
CHCTEMBI KaK TayCCOBCOE paclpelelieHue, W  IIOCTOSHHO
OLICHUBAET MaTeMaTHYECKOEe OXKHOaHHEe W KOBapHAlMOHHYIO
MaTpully €ro amoCcTePHOPHOH IUIOTHOCTH  paclpeleeHHs
BeposTHOcTeil [3]. JIns HEMMHEWHBIX CHCTEM HCIONb3YeTCs
pacumpennslii  ¢unpTp Kammana - HenuHelHas — cucTeMa
JIMHEapu3yeTcss C TOMOIIBI0 pa3liokeHus: B psan Teinopa ¢
MOCIEAYIOIMM OTOPAachIBAHMEM WICHOB psila BEIIIE IEPBOH
CTEIEHH.

Hcnonb3oBanue  moiycdepuueckoil  kamMepel B CHCTEMe
JOKaMM3au ~ podoTa  ToApasyMeBaeT  TpaHC()OPMAIIHIO
M3BECTHBIX ~ QJITOPUTMOB OOpaOOTKM JaHHBIX Ha OCHOBE
pacumpenHoro ¢uibTpa Kammana ¢ mempio  oOecneueHHs
BO3MOXKHOCTH HCIIOJIB30BaHUs II0CIEOBATEIBHBIX H3MEPEHHI
BBINIOJTHSIEMBIX BHICOKaMepoi Uil GOpMUPOBaHMS ONTUMAJIBHOM
OIIEHKH COCTOSIHUS pOOOTAa.

OOBeKTaMH W3MEPEHHH MOTyCHEepHuecKOll KaMephl SBILSIFOTCS
BepTHKAIBHBIE JIMHIHM B TPOCTPAHCTBE, M300pa’keHHE KOTOPBIX
UMEIOT BHJ paJWaiIbHON JIMHAM HA IUIOCKOCTH H300paskeHus,
dbopmupyemoro moaycdepuueckoii kamepoil. BepTukanbHbIC
JUHUM BBIIGISIIOTCS. HA KAaXJIOM Kaape u300paxkeHus U
uIeHTHQUIMPYIOTCS MeXay Kaapamu (puc.l) Ha OCHOBe
aIropuT™Ma paHee pa3pabOTaHHOTO AaBTOPaMH. OTO MO3BOJISET
MHUINATH3UPOBAaTh  KOOPAMHATHl BEPTUKAIBHBIX JIMHUH H
KOPPEKTHUPOBATh alpUOPHBIE U3MEPEHHSI.

ITycte cocTostHME poOOTa ONMUCHIBAETCSI BEKTOPOM X =
[xr y &7, rne x,, yr, ¢p - COOTBETCTBEHHO KOOPIMHATHI U
HalpaBJIeHHe poOoTa TI00aTbHOM CHCTEME KOOPIHMHAT; MO
KOOpAMHATaMU BEPTUKAJIbHBIX JIMHUH x, =[x y”
MOApa3yMeBaeTCsl MPOSKIUS TAHHBIX JIMHUH Ha TOPH30HTAIBHYIO
IUIOCKOCTb. Bektop cocrosHMil cucrembl B mmare k x[k] =
[x£ [k] x{l [k] x{n [k]]T COCTOHT M3 COCTOSIHUSI po0OTa U
KOOp/IMHAT COBOKYITHOCTH HaOJI0OIaeMBIX BEPTHKAIBHBIX JIUHUIL.
B pacmmmpentom ¢unbrpe Kambmana Bextop cocrosiHuii x[k]
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paccMaTpHBaeTcs KaK rayccoBcKas nepeMeHHast c
KOBapuannoHHOW MaTpuuei P[k], uMeromieii cinexyromuit BU:
P[k] — [ T Tl]’
ir i
rae  , — KOBapHAallMOHHAas MaTpHIa COCTOSIHUA poboTa; -
KOBapHalHOHHasI MaTpHLa KOOpJIHHAT COBOKYITHOCTH
HaOJII0AAEMBIX BEPTUKANbHBIX JIUHUH; 5, | - KOBapHALIMOHHAS

MaTpHUIa COCTOSHUS po0OTa M KOOPAMHAT BEPTHKAIBHBIX JHHUH,
npu 3Tom P,; = PT.

Puc. 1. Pe3ynbTar BelIeNeHUS 1 MHULUMAIN3ALUN BEPTUKAJIbHBIX
JIMHAHN Ha TOITycheprIecKkoM H300pakeHUH

CTpyKTypHas cXxema alropuTMa JIOKaIu3aluy poOoTa Ha OCHOBE
pacumpenHoro guibTpa KanMana npencraBieHa Ha puc. 2.

wk] U] =Tk], Pl

AHHAMHYECKAA
MOZeNL

% [k], F'K]

Mogent
HabAIOAeHHA

Acconuanna

AAHHEIX HASHTH G HEALHH

eCTh
HAeHT U MKALHA

v

Koppexnua HMEHNHATEZa [HA

l

k], P'lk]

Puc. 2. CtpykTypHas cxema IpeUI0KEHHOTO aJlTOPUTMA.

B mare k cHauago mpOBOMHUTCS SKCTPAIOJIHS, TIPH KOTOPOit
MOJIy4aeTcsl anpuoOpHasi OIIEHKA BEKTOPa COCTOSHHI CHCTEMBI
x~[k] mo ero amoctepHOpHOIl OIEHKE C MPEAbIAYIIEro miara Ha
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OCHOBC I[PIHaMH‘ICCKOﬁ MOoaciIin CUCTCMBI. Hpouecc
3KCTpaHOHHHI/II/I OITUCBIBACTCSA IIHHaMH‘IeCKOﬁ MOICIIBIO
N3MCHCHUA BCKTOpa COCTOHHHP’I:
[x; [k]]
yolkl | [fGealk — 1], ulk], wikD]
o oIkl xf [k — 1]
X [k]_lle[k]l_ L :
: xf [k—1]
Lx; [x1]
[x;} [k — 1] + At[k]V[k]cos(dbi [k — 1] + y[k]D]
3l =11+ aelllVIsinCo € ~ 1) + YD [walkl]
in(y[k]) [wy Ikl
- OF e — 1]+ Aefk]V [°] =2 T 1 [wolkl|
xp [k —1] O
xf [k: -1] ] 0

rne u[k] = [V[k] y[k]]T — BexTop ynpaBnsromux Bo3eiCTBHiA,
KOTODBIA COCTOMT M3 CKOPOCTH JBWXKEHHMS M yIja IOBOPOTA
pobora; wlk] = [wylk] wylk] wglk]]" — Bextop urymOB
coctosiHUS poboTa; L - mmHa pobora.

KoBapualMoHHas MaTpULida  SKCTPaNoJMPOBAHHOTO — BEKTOPA
COCTOSIHUM ompenernsercs:

Rk
W= Tl
_ [FR 4k — 11F} + FyU[KIF] + Q[k] Fg ;fl[k_l]]
+ [k — 1]F% k= 1]
2> o oz 0 0
e Ukl = ["V ] Qikl=|0 o2, 0 _
0 0 0 o2

KOBapHallMOHHAs MaTpUlla IIyMOB YIIPABJISIOLINX BO3AeHCTBUN U
cocrosuus pobota; Fp =V, f, Fy =V, f — marpumer Sxobn
BeKTOpHOM (yHKiMK  f(Xz, U, W) OTHOCHTENBHO COCTOSHUS
poboTa 1 BEKTOpa YIpaBIIOINX BO3ACHCTBHH.

B mare k mnomycdepuueckas kamepa HaOmromaer HaOOp
BEPTHKAIBHBIX JIMHUH, KOOPAMHATHI HEKOTOPBIX W3 HHUX OBUIM
OLICHEHbl B NPENBIAYNIMX IIarax. M3MepeHWs a3uMyTaibHBIX
YIJIOB BEPTHKAIBHBIX JIMMH, KOTOPHIE TIOBTOPHO HaOMIOmAIOTCS,
UCTIONB3YIOTCS AT BBIYMCICHUS OMMOKM OT W3MEpeHHi,
OXHUJAEMbIX TIPH TPOM3BEACHHOW OSKCTPANOIALNH BEKTOPa
COCTOSIHUM CHCTEMBI:
h(x~[k], v[kD);

v[k] = z[k]
¥r [k] = y.[k] _
h(x~[k], v[k]) = arctg (m) — o7 [k] + v[k],

rne h(x[k], v[k]) — Bekropuas dyHkuus wabmonenus; u v[k] —
BEKTOP TayCCOBCKUX ITYMOB H3MEPEHHIA.

—z [k] = z[k] —

AHANOTHYHO, KOBAapUALMOHHAS MATPHI@ BEKTOpa OIIHOKH
BBIYMCISIETCS C  HOMOIIbIO  Marpumbsl  SIkobu  QyHKIwH
Habmozxenus B X~ [K]:
Skl = Hg 7 [kIHR" + Hp 7[KIH] + H, p[k]Hg
+ +H, ;[k]HT + R[k],

rne Hp =V, h, H =V, h - marpuus fxobn BeKkTOpHOH
¢byukuun h(x,, V) OTHOCHTENHHO BEKTOPA COCTOSHUs poboTa M
KOODIMHAT BEpTUKanbHbI JuHuMM; R[k] — xoBapmanmonnas
MaTpuIla IyMOB HAOJII0IeHU .

B ciywae, 4TO MHUNMATM3UPOBAHHBIE BEPTHUKAJIbHBIC JMHHUA B
HpeIbITYIINX Iarax HaOMIoAAI0TCsl B TEKYILEM IlIare, alpuopHYIo
OLICHKY BEKTOpa COCTOSHHI CHCTEMBI MOT'YT KOPPEKTUPOBATh Ha
OCHOBaHUHU KOBapUaIMOHHOM MaTpHLbI HAMEIOIIEHCs
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9KCTPANOJISIIMKM BEKTOPa COCTOSHUH U MOJIyYCHHBIX M3MEPCHHIA.
Koppekuunst paHee NOIy4eHHOH ampUOpPHOH OIEHKH BEKTOpa
COCTOSIHUM C TIOMOIIBIO TEKYIIUMH H3MEPEHHUSIMH SBILIETCS
aTl0CTepHOPHOI OLIEHKOH BEKTOPA COCTOSIHUI CHCTEMBI:

xt[k] = x~[k] + K[k]v[k].

Marpuua K03(GUIHEHTOB
K[k] ompenensiercst o popmyie:
K[kl = ~[k](Vch[kD"(S[kD.

Hakonen, koBapualmoHHash MaTpula anoCTEPUOPHON OLEHKU

BEKTOPA COCTOSHUIT CUCTEMBI OIPEIEIIACTCS:

[kl = ~lk] — K[kIS[k](K[KDT.

NHULIMANTU3ALIUN

yCuJieHus Kanmana

3. AIITOPUTM 5
BEPTUKANBbHbIX JINHUN

[Mon wHWNMANM3aMell BEPTHKAJIBHBIX JIMHUI IOJpa3yMeBacTCs
OIIGHKa HMX KOOPIMHAT; OICHKAa KOBAapPHAIIIOHHON MAaTpHLBl HX
KOOPAMHAT ¥ KOBAapUAMOHHOW MATPUIBI HX KOOPIAMHAT C
KOMIIOHEHTaMH TEKYILETO BEKTOpA COCTOSIHUH CHCTEMBI, YTOOBI
nanee TMpHOaBHTh HMX K TEKYIIEMY BEKTOPY COCTOSHUN H
KOBapHaLlMOHHON MaTpPHUIIE CHCTEMBL.

W3BecTHO, YTO M1 HMHUNUAIM3AUM BEPTHKAIBHOH JIHHUH
HeoOxoauMo e HaOJIoNeHHe ¢ Pa3IWYHBIX MO3HLIUI poOoTa.
Takas Monenb, Kak OBUIO MOKA3aHO BBIIIE, XaPAKTEPH3YETCS
BBICOKOH CTEINEHBI0 HEIMHEHHOCTH, OCOOCHHO IPH MAaJlOM yTie
napaitakca [5]. IToaToMy Ipu IpOXOXIEHUS Yepe3 3Ty MOJAETb
U3MEpPEHHs TrayccoBckas (opMa IUIOTHOCTH paclpenesicHHs
BEPOATHOCTEH  KOOPAWHAT BEPTHKAIBHBIX JIMHUH  CHJIBHO
HCKa)KEHa W HETOYHO OICHUBACTCS C IOMOINBIO TOJBKO JIBYX
MOMEHTOB (MaT. OXHAaHWE ¥ KOBapHALMOHHAs MAaTpHIa) IO
MeToay pacmupeHHoro ¢wisTpa Kanmanma. [lns mpeomonenus
JAaHHOI TPOOIEeMBI MpeIaraeTcst aarOpUTM HHHUIHATIA3AINN
BEPTHKAIBHBIX JHMHHUN, KOTOPBIH YIIydIIaeT OLEHKY IUIOTHOCTH
pacnpeseneHus BepOsTHOCTH KOOPIMHAT BEPTUKAIBHBIX JIMHUI.
3.1 OueHka KoopAWHAT BEPTUKaNbHbLIX IMHUN
ITycte poGoT HabmromaeT BepTHKAIbHBIE JHHMHM B N pasHbIX
MO3UIHAX, KOTOPBIE BBIPAKAIOTCSI NMPOEKIMOHHBIMA MAaTpPUIIAMH
M; (i=1..n) OTHOCHTENbHO NEPBOH TMO3MLHK HAOIIOJICHHUS
BEPTUKAILHON JIMHUU. Marpuna M; OnpeaessieT
MIPOCTPAHCTBEHHOE TMpeoOpa3oBaHre (NOBOPOT, TPAHCISIHA)
MEX/y TIO3HIUSIMU POOOTa OTHOCHTEIBHO ITEPBOH MO3HIIMH:
M, = [1]0];
M; =[Rilt;] (i=2..n),

cosB; sinb;
rae R; = .
e B [—smei cos0;
- BEKTOp TpaHcisiuu; 0, tl-x, tzy SIBJIAIOTCS YTJIOM IOBOPOTAa,

- mMaTpuua nosopora; t; = [ti, i, ]T

TpaHcanueil no Ox, 0y pobGoTa B TMO3WLIMHM [ OTHOCHUTEIHHO
NepBOH M ONPENENSAIOTCS  alOCTEPHOPHBIMM  OLCGHKaMU
COOTBETCTBEHHBIX ILIaroB.

[TycTh KOOpAMHATH! BEPTUKANBbHONW JIMHUHM OTHOCHTENBHO HEPBOH
IMMO3UIINH p060Ta BBIpAXKAKOTCI B JABYXMEPHOM IIPOCKTUBHOM

npoctpanctee B Bume x; =[x, ¥y, 1]7. UWso6paxenue
BepTUKAIbHOW  JuHHMH,  (opmupyemoe  moiycdepuueckoii
KaMepoii, SBIISIETCS paavanbHOU JIUHUEH, KOTOpast

XapakTepusyeTcss W3MEpeHHeM a3MMyTanbHoro yrma 2z = 6.
[TosTOoMy KOOpAMHATEI H300paXKEHUS] BEPTUKAIBHON JIMHUU MOTYT
ObITh BhIpaXeHBI TI0 Gopmyiie U = [cos® sin@]T = [u1  uz]T.
3a cuer TOro, YTO a3UMyTaJIbHBIE YTIIbI BEPTHKAIBHOMN JTHHUN U €€
N300paKeHUsT ~ OJWHAKOBBI,  COOTHONICHHE  MEXIy WX
KOOpAWHATAMH B OJHOI CHCTeME KOOPAMHAT OIpPeAeNsIeTCs
CKaJSIPHBIM MapaMeTpoM A
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/1iul- =M iXr.
Koopaunatsl  BepTHKaNBHON  JIMHMM X  ONpPEACIISIOTCS
nepecedeHueM npsMbix A;u;. CucreMa ypaBHEHHIT B MaTpHIHOM
BHUJIC UMEET BUJI,

M1 ‘u1 0 0
My 0t o Oy 4 -2, - A" =o0.
M, 0 0 - u,

3a cyeT HaIMYHS IIYMOB OLIEHOK COCTOSIHUS po0OTa U U3MEPEHUI
a3UMyTalbHBIX YIJIOB, TpsMble A;u;, B oOmEeM ciydae, He
MEPECeKaloTcss B OJHOM Touke. Iy peleHusl NaHHOW CUCTEMBI
ypaBHEHUH TpeiaraeTcs NPHUMEHUTh METOJA CHHTYISIPHOTO
pa3nokeHns, KOTOPEIH oOecreynBaeT penreHne ¢ MHHUMAIBHON
ONIMOKOH COOTBETCTBYIOIEE HAaWMEHBIIEMY CHHTYISIPHOMY
YUCITy MaTPULBI KO (HUIMEHTOB CHCTEMBI.

3.2 OueHku NIOTHOCTH pacnpepeneHus
BEpPOATHOCTEN BEPTUKaNbHbIX JIMHUIA

OmeHka IUIOTHOCTH paclpeeNieHHs BepOATHOCTEH KOOpAHHAT
BEPTUKANBHBIX JIMHUH ocHOBaHa Ha Merozae Unscented Transform
[4]. TlockombKy He CyLIECTBYeT CIMHOTO OTEYECTBEHHOI'O
TEPMUHOJIOTUYECKOIO  aHajora,  Mbl  IIpeJularaeM,  4To
HCHOJIb30BaHO  OpPHIMHAIBHOE aBTOpckoe HaszBanme Unscented
Transform (UT). CymHocTs MeTOIa 3aKIIOYACTCS B TOM, YTO
aHcamMOnb X conmepxammii  2n+ 1  B3BEIICHHBIX  TOYCK,
Ha3BIBAEMBIX CHTMa-TOYKaMmu [4], MCIoNmb3yercst sl OMHCAHUS
IUIOTHOCTHU paclpeieeHuss BEPOATHOCTEN CIy4aiiHON BEIMYUHBI;
BMECTO MAaTE€MaTHYECKOTO OXKUAAHUSI U KOBapHAIMOHHOM
MaTpHIBl CHTMa-TOYKH MPeoOpa3yoTCsi HeMMHEHHOM CHCTEeMOH 1
B pe3yjbTaTe MaTeMaTH4YeCKOe OIMCAHUE M KOBapUallMOHHAs

MaTrpuIa peoOpa3oBaHHEIX CUIMa-TO4YEK OIUCBIBACT
aNNpOKCUMALIIO HCKOMOM IUIOTHOCTH  paclpeeNeHust
BEPOATHOCTEH.

s npumenenuns Merona UT HeoOX0AUMO 331aTh BEKTOP OLEHKH
I, KOTOPBIA COCTOUT W3 COCTOSAHHH poOOTa X, B N TO3UIHAX H
M3MEpeHHH a3UMyTalbHBIX YTIIOB 6;:

p= [le x;ﬂ 8, - gn]_
KoBapunanmonnas wmarpuua BEKTOpAa OLEHKH [ SBJISETCS
JIMaroHaJbHOI ~ MaTpullelf, HEHYyJIEeBble 3JEMEHThl KOTOpPOH
COOTBETCTBYIOT IHUCIIEPCHH COCTOSIHHH po0OOTa M HM3MEpEHH.

BsBemieHnble  KOO(QQUIMEHTbI  CHTMa-TOYEK — aHcamOust X
OMIPEENSIOTCS CIIEAYIONINM 00pasom:
Xo= I

xi=p+(/(n+ p)P)i asi=1..m
Xi=Hn— (,/ (n+ p)P)i_n mi=n+1..2n;

W =L
n+p
©__FP 2
Wy =——+1- ;
A n+p+( a’+B)
1
m _ (@ i =
VVi _VVL —mﬂf[ﬂl—l...zn,

e p=oa*(n+k)—n npeicrasnser coboil Kod(QHUIHEHT
MacmTaba, mpu 3toM 1o [4] a = 1073, k wacto pasHserca 0;

B=2; (w/(n+p)P)i 0003HaYaeT i-yl0 CTPOKY MAaTpHIIbI

J(+p)P.

Jlanee  mpoBOAMTCS ~ BBIYMCJIEHME  OLEHKHM  KOOpAMHAT
BEPTHKANGHBIX JIMHAN X;, Ha OCHOBE COOTBETCTBYIOMIErO Habopa
CHI'Ma-TO4eK X; II0 alropuTMy mokazaHHoMmy B 1m.3.1. Cpenmee

GraphiCon'2013



3HaYeHHEe X; M KOBapHallMOHHas MaTpuna P; KoopauHAT
BEPTUKAIBHBIX JINHUH OIpesessioTes 1o Gopmyie:

2n
= _ m,. .
xL - Z VVL xLi !
i=0

2n
= WO (7)o, - 1)
i=0

X, SBISIETCS OIEHKOW KOOPIAMHAT BEPTHKAIBGHOM JIMHHUU
OTHOCHTENHHO MEepBOH MHO3uMmuM  poboTa, MOATOMY  JUIA
HaXOXJeHHA e KOOpAMHAT B IMIOOAJNbHOW cCHCTEME KOOpAMHAT
HEOOXOOMMO  TPOBECTH TIeOMETpHYEecKoe IpeoOpa3oBaHKE
9g(XL, xg,,01), T X, — BEKTOP COCTOAHMs PoOOTa Ha MepBOM
TIO3HIIHN:
XL] _ [*%r, +Xicos(dr, +64)
VL Yr, + ﬁsin((pr1 +0)(
KoBapnaumonHas Marpuia HOBOW  BEpTHKAIbHOW  JIMHUU
ompezensieTcss ¢ moMompio Marpunl fkobu Gy, = Vy g, G =
Veiy u GxR = Vleg:

L, = Gy, PG, + Gy P G + GoPy G},
IMocne  wHUNMaTM3aMM  MaTeMAaTHYECKOE  OXHIAAHHE |
KOBapHalMOHHAS MaTPUIa BEPTHKAIBHBIX JTHHUH TOOABISIOTCS K
BEKTOPY COCTOSIHMII M KOBapHAaIlMOHHON MaTpHUIle CHCTEMBI,
COOTBETCTBEHHO. KoBapunanmonusie MaTpHUIBI Ut
CYIIECTBYIOIIMX KOMIIOHCHTOB BEKTOPa COCTOSHHMH CHUCTEMBI H
HOBOI1 BEpTUKAILHOMN JTMHUU OOABISIOTCS CICTYONIHM 00pa3oM:

xt[k] = [xflk] xf k] - x k] %]

XL, =

+ + + + + GT
rr rl Tly rr rl rrIxp
+ — + + — + + + T
[k] - Plr i u, | = Ir u erxR
+ +
Lyr Lyl Ly GxR " GxR rl Ly

4. QKCMNMEPUMEHTAJbHbIE UCCIIEAOBAHUA

Jns anpoGanuu mpeanaraeMoro aiaropurma Obulo pa3paboTaHo
nporpammHoe obecrieuenue st makera MatLab mopenupyromee
nuccnenyeMyro  cpenmy pasmepa 80M X 80M ¢ 3amaHHBIMHA
BEPTUKAIBHBIMH JIMHUAMH W TpPAeKTOpHEHl JBIXEHHsI poOoTa.
PoGOT JIBUTaeTCs MO TPAEKTOPHH C JIMHEHHON CKOPOCTBIO 3 M/ C U
yrIIoBO# ckopocThio 3 M/ c. CpeHEKBaApaTHIECKHE OTKIOHEHHS
IIyMOB OJIOMETPa, YCTAHOBJIEHHOr0 HAa pOOOT COCTaBIAIOT
oy =0.3M/c, rpaiayca;, H IIyma
nosrycepudeckoii kamepsl - 0g = 1 rpamyc.

o, =3 HM3MEpeHHUH

T 7 /“ T
80| / ]
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60 «é‘{ \< 4
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0 J "g ) \ X
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Puc. 3. a) Pe3ynbTarsl MOACTHPOBAHKE AITOPUTMA JOKATU3AIUH
(3eneHHas TpaeKTOpHs — 3aJJaHHast; KpacHasl, IITPUXOBast —
OILIEHEHHAs [IPEe/I0KEHHBIM aJlTOPUTMOM TPAEKTOPHS; CHHHH,
MITPUXIYHTHPHAS — TPACKTOPHS OAOMETPA; CHHHE 3BE3/IbI -
3aJaHHbIC BEPTUKAIBbHBIC TUHHUHU; KPACHBIC IUIIOCH — OIICHEHHEBIE;
KPAacCHbIE JUIUIICHl — KOBAapHAI[HOHHAS MATPUIIa KOOPIHMHAT
BEPTUKAIBHBIX JIHHUI); 0) OMIHOKA OLIEHKH KOOPAHHAT PoboTa
(kpacHast — aIrOpPUTMa, CHHSS - OIOMETPA); B)
CPEIHEKBaIPaTHYECKOE OTKIOHEHUE OLIGHKU KOOPANHAT PoO0Ta;
T') OINOKa H3MEPEHUH

Ownbka namepeHuin

Ha puc. 3a nokasaH pe3yJbTaT MOAEIHPOBAHUS MPEIUIOKECHHOTO
anroputMa Jiokanu3anuu. OYeBUIHO, YTO TPH MHOBBILCHUH
HaKarnBaeMoi MOTPEIIHOCTH oZioMeTpa, amanTupys
koo urmentsr ycmnenus Kanmana mns ommOKd H3MEpeHH,
ITOPUTM KOPPEKTUPYET IMOTPEIIHOCTs omomerpa. Puc. 36, 3B
MOKa3aHbl OIIHOKK M CPEAHEKBA[PATHYECKOE OTKIOHEHHE OLIEHKU
KOOpJHMHAT po0oTa JUIsl NPEUIOKEHHOTO AJITOPUTMA U OI0OMETpa.
OueBHJHO, YTO HEONpPENEIEHHOCTh OLEHKM KOOpAMHAT poboTa
CTaOWIIbHAs TI0CJIEe BPEMEHH YCTAHOBJICHUSI U CHJIBHO CHIDKAeTCs
NP BO3BpAIIEHHH po0OOTa B HAYAIFHOE MECTO. DTO OOBSICHAETCS
TeM, YTO B MOMEHT BO3BpalieHHs po0OTa B HadyalbHOE MECTO
COOTHOILICHHE MEX/Y BEPTUKAJIBHBIMH JIMHHAMH CTaHET TECHBIM,
M KOPPEKUMs JUI MEPBBIX HAOIIOJaeMbIX BEPTHKAJIbHBIX JIMHUN
NPUBOJNT K KOPPEKIMH M JAPYIHX CYLIECTBEHHBIX B KapTe
BEePTUKANBHBIX JHHUH. Puc. 3r mokasaHa ommOKka W3MepeHHI
OXKMJAEMbIX TP TPOM3BEACHHOW OJKCTPAINOJALMH BEKTOpa
COCTOSIHMI  cucTeMbl.  HeGombmias — ommbOka — W3MepeHHi
MOKa3bIBAaCT, YTO aNpUOPHAsl OLIEHKa XOPOIIO KOPPEKTUPYETCs
TaK, 4YTO JaeT OXHUJIaeMOe H3MepeHHe OJM3KO K peaJbHOMY
M3MEPEHHIO.

5. 3AKINIOYEHUE

[lpemnokeHHBId B JAaHHOH CTAaTbe QJITOPUTM JIOKATU3AIUH
IIO3BOJIICT ~ KOPPEKTHPOBaTh HAKAIUIMBAEMYIO IOTPEIIHOCTH
omoMerpa W o0ecmeuynBaeT CTaOWIBHYIO HEONpPEACICHHOCTD
OIIEHKH KOOpAWHAT poboTa.

6)
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COBpeMeHHbIe HanpaBlieHUs pa3BnTnAa sBu3yarimdaummn AOaHHbIX
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WuctutyT npuknagHoi MmareMaTtuku uM. M.B.Kengprima PAH

Mocksa, Poccus
bond@keldysh.ru; vigal@gin.keldysh.ru

AHHOTaUuA

JlaHHBIA JOKNIAA TpeAcTaBisieT cobol 0030p COBPEMEHHBIX
HaNpaBJICHUH pa3BUTHSA BU3yadM3alMd JaHHBIX. OTMedeHbI
(axTopsl, onpenersIonye o0Ire TeHACHINH Pa3BUTHS aHAIH3a
YHUCIICHHBIX [JaHHBIX.  PaccMaTpHBaroTCsI THpUMEpHl CHHTE3a
METOJOB W IOJXOJOB, NPHMEHSAEMBIX B Pa3IMYHBIX pa3Jenax
aHaimm3a u 00paboTku naHHBIX. OOCYKHAOTCS HEPCHEKTHBEI
MIPUMEHEHHS moj06HOTO CUHTe3a K pe3ynpTaTam
MaTeMaTU4eCcKOoro  MOJAENMPOBAHUSA  3aad  BBIYUCIHUTENBHON
buzuxu.

Knroueevie cuoea: Hay4Has BU3YATIUIAYUAL, 3a0auu
BLIUUCTUMELHOLL d)u3uku, mamemamudecKkoe Manflup06aHM€

1. BBEAEHME

JlanHas paboTa mpencTaBisieT coOOil aBTOPCKHHA B3IV Ha
OCHOBHBIC COBPEMCHHBIC TCHACHLMM DPA3BUTHA  METOJIOB,

ITOPUTMOB M TOAXOAOB  BHU3yallbHOTO  IPEICTaBICHHS
YHCIICHHBIX JTAHHBIX. Iox YHCIICHHBIMU JaHHBIMU
MOJpa3yMeBaloTCs pe3yabTaThl MaTeMaTHIECKOTO

MOZENUPOBAHMS 3aJad BBIUUCIMTEIBHONH (HU3MKH, a TOUHEE,
BBIYUCIMTEIIPHOM MEXaHUKU JKMIKOCTM M Ta3za. B pgaHHOM
o030pHON  paboTe  WCMOJB30BAaHBI  MaTepHaibl  TPYHOB
MEXIYHapOaHOH KoH(pepeHunu ['padukoH 3a mocineaHue ToIsl, a
Takke paboTel, omyOnmKkoBaHHBIE B JKypHane «HayuHas
BU3YaITH3aIHsD).

BusyanpHOE NpeACTaBIEeHHWE YHCICHHBIX AHHBIX, SBISIOMIUXCS
pe3ynbTaTaMH  HAayYHBIX HCCIEIOBAHUHA WM  TPHUKIAJHBIX,
WHKEHEPHBIX W TEXHOJOTHYECKHUX pAcyeTOB, HA CErOIHSIIHUH
JIeHb TPEACTAaBIseT COOOW BaKHEWIIYI0 OTpacib 3HAHUS H
TEXHOJIOTHIECKOTO Pa3BUTHs. be3 nMcronp30BaHMS COBPEMEHHBIX
KOHIICTIIIMH, METOJI0B M TIPOTPAMMHBIX CPEICTB HAyJHOH
BU3YyalIM3al[id HEBO3MOXHO ITIPOBECTH MONHBIA M JOCTOBEPHBIH
aHaMM3 pe3yabTaTOB  YHCIEHHOTO MOJEIHPOBAHMS CIIOXKHBIX
(GM3UIECKUX WM TEXHOJOTMYECKHX MPOIECCOB, MPOBOAMUMEBINA Ha
COBPEMEHHON BBIYUCIUTENHLHON TEXHUKE.

AIIFOpI/ITMI)I BU3YaAJIbHOT'O NpEaACTaBIICHU YUCJICHHBIX
PEIYIBTATOB Ppa3BUBAJIUCh c006pa3H0 HeOGXOZ[I/IMOCTI/I
0T06pa)KaTI) peueHus NIPSAMBIX 3aga4 MaATECMATUYCCKOI'O

MO/ICIMPOBAHUSI — TIPEUMYIIECTBEHHO JIBYMEPHBIX U TPEXMEPHBIX
HECTAllMOHApHBIX MporeccoB. ITo Mepe pa3BUTHsS alrOpHTMOB
YHCIICHHOTO PELIeHHs MOJ00HBIX 3a/1ad Pa3BHBAINCH alrOPHTMBI
BU3yalIM3al[ii. DBOJIONMS OCHOBHBIX KOHIIENIHNI, METONOB H
MO/IXO/IOB HAYYHOW BHM3yalM3allMM I 3371a4 BBHIYMCIHUTEILHON
MEXaHUKH JKHAKOCTH M Ta3a U OCHOBHBIE CTaJMH HCTOPHYECKOTO
pasBuTHS TOAPOOHO paccMOTPEHbI B 0630pHOi#t padore [1].

HH}I OpsAMBIX 3aJda4 MaTeMaTU4Y€CKOTO MOACIHMPOBAHUS 061ua51
CXeMa NPOBEACHHUSA BBIYHUCIIUTEIILHOIO J3KCHEPUMEHTA BBITJIAAUT
TPpaAUHUOHHO. BI)I6I/IpaeTCSI MaTreMaTu4dCcCKas MOACIIb u
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YHCIIEHHBIA METOJI €€ pean3allii, 3aTeM IPOBOIUTCS YMCICHHBINA
pacuer. BusyanbHOoe TmpencTaBIeHHE pPE3YJIBTATOB pacueTa

obecrieqrBaeT  IOJB30BATENIO  BO3MOXKHOCTh  aHaluM3a H
a/IeKBaTHOM TPAKTOBKU pe3ynbTaToB. OJHOBPEMEHHO C 3THUM
BU3YyaJIM3allMsl  HO3BOJIIET  BepH(UIMPOBATH  IOJNYYCHHbIC

pe3ynbTaThl U TP HEOOXOIUMOCTH BHOCHTH KOPPEKTHBHI B
MaTeMaTU4ecKyl0 MoJeNnb M MeToJ pacuera. IlogoOHas cxema
BBIYHCIIUTENIFHOTO JKCIIEPUMEHTA CKJIAABIBATACH HA MPOTSHKCHUN
nonaroro BpeMeHH. OAHAKO B TMOCHEAHHE TOABI CTPEMHUTEIBHOE
pa3BUTHE TEXHOJIOTHI, AITOPUTMOB U MAaTEMAaTHUECKHX METOJOB
BBIIBUTA€T HOBBIC 3aJayd, BBI3BAHHBIC ITOSBICHHEM HOBBIX
BBIYUCIINTEIbHBIX BO3MOKHOCTEH.

2. OCHOBHbIE ®AKTOPbI BITUAHUA

MoxHo BBIJICTUTD HECKOJIBKO TTIaBHBIX (haxTOpOB,
OTIPENENSIONNX  COBPEMEHHBIE HANpaBICHUS]  Pa3BUTHUS
MaTeMaTH4eCKOT0 MOJEIHPOBAHUS U CBSI3aHHBIC C HUMH HOBBIC
3a/1a4¥ BU3YalIbHOTO IIPEICTABICHHS Pe3yIbTaTOB.

OcHoBomonaralouM  (akTopoM  SBISETCS  HMHTEHCHBHOE
pa3BuUTHE BBICOKOIIPOU3BOIUTEIBHBIX BBIYHCIICHUN u
HapajuleJbHbIX  IrOpPUTMOB.  IlapajyienbHble  BBIYMCICHHS

MO3BOJIIIOT HE TOJBKO YBEJIMYUTh CKOPOCTH pPacyeToB u
obecrieunTh TPUMEHEHHE TOAPOOHBIX ceTokK. OHH  TaKke
HPEIOCTABISIOT BO3MOXKHOCTb HPOBEJCHHS MapaMeTPHYECKHUX
MCCIICIOBAaHNH M PEIICHHUs MYJIbTHIUCIUIUIMHAPHBIX U 0OPaTHBIX
3aa4. DTH 3a[a4d MOCTENEHHO BBIXOJAT HA MEPBbIN IUIaH BBUIY
UX  HEPCIeKTHBHOCTH.  MyJbTHANCLMIUIMHAPHBIE  3a/a4d
HPENoNaraloT — MPOBEJCHHE YHCICHHOTO OKCIEPHMEHTa ¢
HCIOJIb30BaHUEM Pa3IMYHBIX Mojenei. PenieHne oOpaTHBIX 3a1a4
UMeeT CBOEil IeNbI0 TMOMCK TPUYHMH, BBI3BIBAIOLINX H3yYaeMoe
¢busnueckoe SIBJICHHE. TMTapameTpuueckue YHCIICHHBIC
MCCIICZIOBAaHUS TIO3BOJISIIOT IIOJy4YaTh pELICHHEe HE Ul OJHOU
KOHKPETHOW 3aJa4d MaTeMaTHYeCKOTO MOJCIMPOBAHUS, a s
Klacca 3ajad, 3aJaHHOTO B  MHOTOMEPHOM IIPOCTPAaHCTBE
OIIpEIeIAIONINX MapaMeTpoB. Takke IPUMEHEHHE MapaslIeNbHbIX
QITOPUTMOB Ha  BBICOKONPOM3BOAUTENILHON  BBIYMCIMTEILHON
TEXHHUKE HpeI0CTaBISET BO3MOXXHOCTb YHCIICHHOTO
UCCIICZIOBaHUS.  33lad  ONTHMM3AlMOHHOTO  aHalik3a, Korja
obparHast 3ajaya peliaercss B KaKAOW TOYKE CETOYHOTrO
pa30ueHHss MHOTOMEPHOTO  IPOCTPAHCTBA  OMpPENEIAIONINX
HapaMeTpoB.

OcHOBHasE 0COOEHHOCTh C TOUYKH 3pCHUS 3ajad BH3yaIN3alliH B
NOOOHBIX BBIYUCICHUSX 3aKITI0YACTCS B TOM, YTO HX PE3YJIbTaThl
HPEICTABISIOT COOOH MHOTOMEpHBIE MAacCHBBI, Pa3MEpHOCTH
KOTOPBIX COOTBETCTBYET KOJIMYECTBY OTPEETISIONINX
mapaMeTpoB. OTH MACCHBBl HYXJAalOTCI B 00paboTke W
BU3YaJIbHOM MPEJCTAaBICHHM JUIS aHaiu3a AaHHbIX. J[ns sToro
HeoOxomuMa HHTETrpays AITOPUTMOB BHU3YaJIbHOTO
npescTaBienus ¢ merogamu Data Analysis B Lemsx MOHMKEHHs
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pasmepHocTH  [2], TaK Kak  YCTOSBIIUXCS  KOHICTIIUHA
BHU3YaJIM3allMd MHOTOMEPHBIX JAHHBIX HAa CETOJHSIIHUMN 1eHb HET.

Takxe HCOGXOZ[I/IMO Y4€eCTh, 4qTo OOJIBIINHCTBO
BBIICTICPCUNCIICHHBIX 3aaa4d paccMaTpuBarOTCA B
OHTI/IMPI38.L[I/IOHH017I ITOCTaHOBKC. 210 IMpUBOAUT K
H€06XOHI/IMOCTI/I Opranusanun BU3YAJIbHOT'O OT06pa)KeHI/I${

OINITUMH3AIMOHHOI'O IIPOLECCa B BBIMUCIICHUAX.

Jlpyrum He MeHee Ba)XHBIM (haKTOPOM B ITOCIIEHEE JIECATHICTHE
SIBUJIACh NPOM3OLIEANIAsT PEBONIONUS B AKCIEPHMEHTAIBHOMN
BU3yalIM3auy (PU3NIECKUX HporeccoB [3], KoTopas 3aKIrovanach
B IIepexoJe OT AaHAJOTOBBIX MEXAaHHYECKHNX H DSIEKTPOHHBIX
TEXHOJIOTHH K IU(POBBIM TEXHOJOTHSM B METOJAX PErUCTPAINN
N300paKeHNH TONeH TeYeHHH M MPEICTABICHUS Pe3yJIbTaToB
9KCIEePUMEHTANBHBIX HccienoBanuii. CormacHo [3], aTo mpuBeno
K CTPEMHUTEIFHOMY COJI)KEHHIO BH3YaINM3alUM pe3yJIbTaToB
YHUCIICHHOTO MOJISNIMPOBAHUS C BHU3yalIHM3allMed pe3yibTaToB
9KCIIEPIMEHTOB. B cBsi3M ¢ BHexpeHHeM I (POBHIX TEXHOJIOTHII B
METOJBI PETHCTPAlliyl M aHajH3a MOTOKOB CTAI0 BO3MOXKHBIM
IIPOBEJICHUE MPSIMOTO CPAaBHCHUS pe3ylIbTaTOB pacyeToB U
Ppe3yJIbTaTOB 3KCIEPUMEHTAIBHON BU3YaTU3alH TIOJIeH TeUeHH.
OTO  OOCTOATENBCTBO  OTKPHIBACT  HOBEIE  BO3MOXKHOCTH
NIPUMEHEHHs] METON0B 00pabOTKH M aHajIM3a M300paKeHUH IS
BBIZIEJICHUS CKPBITBIX CTPYKTYP M UX TPACCUPOBKH.

TperbuM  BaXHBEIM  ()AaKTOPOM  SIBISIETCS. ~ MHTEHCHBHO
pa3BHBAaOLIMiiCI B IIOCIEAHHE TOABI CHHTE3 IIOJXOJIOB,
ITOPUTMOB M MAaTeMaTHYECKUX METOMOB, pa3pabOTaHHBIX B
pa3nM4HBIX oOnacTsax 3HaHUsA. I1omoOHBINA cHHTE3 oOecreunBaeT
MOJTy4YeHNe HOBBIX pe3yJIbTaToB. Tak, HalpuMep, Ui MPOSIBICHHS
CKPBITBIX CTPYKTYp B pe3yJbTaTaX ra30MHAMHYECKHX PacueToB
MOTYT IPUMEHSATBCSI METOIbI aHaIHM3a U 00pabOTKN N300paskeHUH
[7,8]. B 3amauax uaeHTHGHKAUKWM U YIPABICHUS TCUCHHSAMHU C
HCIIOJb30BAHMEM  CONPSDKCHHBIX ~ YPaBHEHUH  BH3yalbHOE
MIPE/ICTABICHUE COIPSDKCHHBIX IapaMeTPOB M YIPABIISIOIIETO
(yHKIMOHAIA O3BOJISIET Peaan30BaTh KOHTPOJb mporecca [10].
W  HaoOOpOT, WCHONB30BaHHE COMPSDKEHHBIX IapaMeTpoB
NpUMEHSeTCs Ul CO3JaHMSl  IOJHOCTBIO  YIPAaBJIIEMOTrO
n3obpaxkenuss [9]. Takxke B HensiX BBIBICHUS CKPBITBIX
B3aMMOCBsI3eH M KJIacCCU(UKAIUY MOJYYEHHBIX JAHHBIX IIMPOKO
MIPUMEHSIOTCS AITOPUTMBI KJIaCTEPHOTr0 M (haKTOPHOTO aHaJH3a,
METOJ] TJIaBHBIX KOMIIOHEHT U ero Mmoaudukanum s
CYILIECTBEHHO HEJIMHEHHBIX CIIy4yaesB. IMonoGHoe
B3aMOOOOTallleHHe METOZIOB M IIOJXOJOB SBJIAETCS BecbMa
XapaKTEepPHBIM U HeceT B ce0e OrpOMHBII OTEHINAL.

3. COBPEMEHHbIE TEHOEHLIUN

B nmanHOM pa3zzene npHBeneHbI HEKOTOPHIE HOBBIC HAIPaBIICHUS
HCCIIEIOBaHMI W KJIAcChl  3ahay, TpeOyIoIUX peleHus,
BO3HHUKAKOIINEC BCJICACTBHEC BJIMSHUA BBILICTICPECYHCIICHHBIX
(hakTOpoB. Takxe MIPUBOATCSA OTJEIIbHbIE IIpUMEPHI
HCCHe}lOBaHHﬁ B OTUX HaAITPaBJICHUAX.

[Ipobnembl pemieHuss 3a4ad  ONTUMHU3ALMOHHOTO aHalmu3a M
BU3YaJIM3allMU Pe3yJbTAaTOB, MONYyYaeMbIX B BHJE MHOTOMEPHOTO
o0beMa JTaHHBIX, PACCMOTPeHBI B paboTax [2,4]. B satux paborax
HpEJCTaBICH MPHUOMMKEHHBIH ITOIXO0J, NpeIHAa3HAYCHHBIH s
VICCIIEZIOBAHUA  NPOLECCOB  00pa3oBaHMS  NPOCTPAHCTBEHHO-
BPEMEHHBIX CTPYKTYp B HECTAIl[HOHAPHBIX 3aj1a4ax
BBIYMCIIMTEIBHON MEXaHHUKH JKHIKOCTH M Tra3a C IIOMOIIBIO
napajyieNnbHbIX BBIYHMCICHUH. [IpMeHeHHe MOoAXo/a MO3BOJISET
IPOBOJHUTH OBICTPYIO MPHOJIDKCHHYIO OLCHKY 3aBHCHMOCTH
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BO3HHMKHOBCHUSI HECTAlMOHAPHBIX CTPYKTYp B IIOTOKE OT
OIpeACIAIOIUX [MapaMCTpOB 3aJa4dd, BbBIPAKCHHYI0O B BH/C
KBa3HAHAJIUTUYCCKHUX COOTHOIICHUH. HpHBO}Z[I/ITCSI IpuMep
peueHus KOHerTHOﬁ 3aga4d  UCCJIICAOBaHUs O6pa3OBaHI/I${
MPOCTPAHCTBEHHO-BPEMEHHBIX CTPYKTYp IIpU B3aUMOJICHCTBUH
HECTallUOHAPHBIX IIOTOKOB. HOJ'Iy‘leHHBIe PE3YIIbTAThI
NPEACTaBIIAOT coboit peIICHUE JI1 KjlacCa 3aJad, 3aJJaHHOTO B
MHOI'OMEPHOM o0BemMe OIIPEACIIIOINX TapaMETPOB.

Pemenne monoOHBIX 3amad JieJaeT KpaiHe BaKHBIM CMEXHOE
HaIlpaBJICHUE — PEAJIM3AIMIO TTONCKA, BBIACICHUS, BH3YaILHOTO
NPEJCTAaBICHUST M TPACCHPOBKH OOpasyloIUXCd B TEYECHHSIX
HECTAI[MOHAPHBIX CTPYKTYp, a WMEHHO, BHUXPEBBIX 30H H
pa3pbIBOB. JI1 HENMOCPEACTBEHHOIO pEIIeHWs IOWCKa BHXpeit
HEoOXOOVMO  WCHOJNB30BaHWE  MaTeMaTHYecKOTo  almapara,
pa3pabOTaHHOTO B MaTeMAaTHYECKOH (HM3HMKE L1 ITHUX MeJei.
TlonpoGHEIT 0030p METOMOB M IOAXOAOB, NMPUMEHSIEMBIX I
HCCIIeIOBAHMS TIPOIIECCOB aHaIM3a M BU3YalM3al[Md BHXPEBBIX
TeueHWi, npuseneH B pabote [5]. IIpexcraBieHHble MeTOIBI
MO3BOJSIIOT 3 (EKTUBHO TPOCIEKUBATE KPUTHYESCKHE TOUYKH
TEUCHUs,  KOHTPOJIHMPOBATH  HECTAIIMOHAPHBIE  IPOIECCHI
3apoXk/IeHHUs U pacnajia Buxped B noroke. KonkpeTHslid npumep
NPUMEHEHHs! TaHHBIX METO/IOB IS PEIICHUS IPAKTHYECKUX 3a1ad
JIOKaJIM3aIMN ¥ BU3YAJILHOTO MPE/ICTABICHUS] BUXPEBBIX CTPYKTYP
B HECTAI[MOHAPHBIX TPEXMEPHBIX TCUCHHUSX MPE/ICTABIICH B paboTe
[6].

He wMeHee BakHOH 3amaueil Ui oOmiero aHanmm3a TEYCHUH
SIBJISICTCSl OOHApPY)KEHHE, BU3YalIH3alis U TPACCHPOBKA Pa3pHIBOB.
OTO HampaBleHHE WCCICJOBAaHUH SBISIETCS SPKUM IPUMEPOM
CHHTE3a METOJIOB M IOJXOIOB, pa3pabOTaHHBIX B Pa3IMYHBIX
NPUKIATHEIX obyacTsax. Jlokaam3amusi CTPYKTYp B pe3ysibTaTax
ra30IMHaMHYECKHX PacyeToB, OJYYEHHBIX METOJAaMH CKBO3HOTO
cuera Oe3 BBIJEIEHHS Pa3phIBOB, SBIAETCS UYpEe3BBIYAIHO
aKTyaJIbHBIM W HMHTEHCHBHO pa3BHBAIOLNIMMCS HaIlPaBICHUEM.
BrepBble crioco0 BbIENEHUS] CTPYKTYP B PEIICHUH, OCHOBaHHBIH
Ha NPUMEHEHHH aJrOPUTMOB 00pabOTKH M300paKeHHH K MO0
JNaHHBIX, IOJNYYEHHBIX B  IIpoLecce  pemieHus  3ajad
MareMaTtuieckor (Gu3uku, ObUT MpemiokeH B pabdore [7]. B
JTAHHOM NoJX0J1e IpeJIarajioch paccMaTpuBaTth
ra3oJiHaMUYecKrue (YHKIMH KaK WHTEHCHBHOCTH HM300pakeHUs,
a 3HaueHHWs (QyHKIMH B KOKIAOW TOYKE KaK DSJIEMEHTEHI
n3obpaxenuss  (mukcenn). CyTh  OCHOBHOW  mpoOIeMbl
3aKJII0YaeTCsl B HEOOXOAMMOCTH OOHApYKEHUS! TOHKUX CTPYKTYp
TEUeHUsI, KOTOpbIE HEJNb3s OOHAPYKHTh APYTMMHU CPEICTBAMH, B
TOM YHCIIe W NpsIMOM Bu3yanusanueil. Heo6xoammo nmpuMeHsTh
MeTO/IbI 00pabOTKN H300paKeHHH, YTOOBI «IIPOSIBUTH) BU3YaJIbHO
9TH CTPYKTYpHl Ha OOBIYHOM H300paKCHWM NaHHBIX. JlaHHBIN
MOAXO/ TOJIy4HJI pa3BUTHE, TpejcTaBieHHoe B pabote [8], rae
peann3oBaHo 000OIIEHHE NOAXOJa HAa TPEXMEpHBIH ciiydail ¢
HCIOJIb30BaHHEM METOJIOB BeiliBiner aHammza. Takke B [8]
paccMOTpEeHO MpUMEHEHHEe Pa3pabOTaHHOTO aJropUTMa K BS3KUM
MOJIC/ISIM M TIOCTPOSHHIO aJaNTHBHBIX CETOK HAa OCHOBAaHUM
OOHApyKEHHBIX  CKPBITBIX  pa3pbIBOB. [Jannas pabota
Ype3BBIYAWHO pacuIMpseT 00JacTb NPUMEHEHUS OCHOBHOTO
noaxozxa [7].

nOJ’lyquHble C IIOMOIIBIO BbI]_UeyKaSaHHbIX nmoaxoa0oB
HECTAllMOHAPHBIC CprKTypl)I TCUYCHUA Hy)l()la}OTCﬂ B
Bepu(UKALMKA IyTeM CPaBHEHWsI C pe3ylbTaTaMH (PU3MUECKUX
3KCIEPUMEHTOB. CoBpeMeHHbIH YpOBEHb METO/I0B
JKCIIEPUMEHTAIbHOW BU3yallM3al[Mi MPEJICTABICH B 0030pHOIi
pabore [3], Tme paccMaTpUBAETCS aHAINW3 BO3MOXKHOCTEIH,
npeaoCTaBIACMbIX npu HCIIOJIb30BAaHUU CpaBHCHUA
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OKCIICPHMEHTAIBHBIX ~ M300paXXEHHH IIOTOKOB, MOJyYEHHBIX
pa3NMYHBIMH ~ ONTHYECKUMH  METOJaMM, C  YHCJICHHOH
BU3yalH3alMell ra3o[MHaMHYCCKUX TedyeHuit. B paborte [3]
NIPUBEIECHB! XapaKTEPUCTUKH OCHOBHBIX COBPEMEHHBIX METOMOB
OKCIICPHMEHTAJIBHON  BH3yaIM3allid  IIOTOKOB:  ONTHYECKHUE
MeTonpl,  Oasupyrommecss Ha  pedpakIud,  PAcCEsHHH,
TIOTJIOIICHUH, NIEPEN3ITyIeHHUH, TTOJSIPU3ALIH U3IIyICHHS; METOMBI
noBepxHOCTHOM Busyanusauun (PSP — Pressure Sensitive Paints);
TpaccupoBanue (Bkirouas PIV - Particle Image Velocimetry
Moaudukaruy). [lokazaHa BO3MOXKHOCTH TPOBEICHHS IPSIMOTO
CpaBHEHMS OJKCIIEPUMEHTAIBHBIX W YHCIECHHBIX pE3yJIbTaTOB.
Taxxe B [3] mpuBeneH mpuMep aHaIM3a TEUCHHUIH ¢ UMITYJILCHBIM
9HEPrOBKJIJIOM B IOTOK Ha OCHOBE CpaBHEHMsS TEHEBBIX, TOM
(TeHeBOH (OHOBBI METOA) M PacUETHBIX H300pa’KeHUH
BU3YaJIM3MPOBAHHEIX YAapPHO-BOJHOBBIX KOH(PUTYpaIuii.

OTHenbHBIM ~ BOXKHBIM — HANPABICHHEM  SIBJSIIOTCS  3aJ1a4H,
OCHOBaHHBIE HA CHHTE3¢ MATEMAaTHYECKOTrO arapara TEOpUH
CONPSKEHHBIX OMEPATOPOB M YPABHEHUI U METOIOB BU3YAILHOTO
npeacraBiieHust. [IppuMeHeHNE CONPSHKEHHBIX TTApaMETPOB BKYIIE C
pELIeHrEM ONITUMH3AIMOHHBIX 3a/[a4 MO3BOJISIET CO3/1aBATh HOBBIE
3¢ peKTHBHBIE AITOPUTMBI BU3yaJILHOTO TIpecTaBieHus. [Toaxo,
MpeJICTaBICHHBIW B pabore [9], mo3BOIsieT  co3laBaTh
3¢ peKTUBHBIE, TIOJHOCTHIO YIPABISEMbIE U (PU3UYECKH TOYHBIE

(ocHOoBaHHBIE ~Ha  pemeHuH  ypaBHeHnmit  Haswe-Crokca)
BU3yalbHBIE  IPEJCTABIEHHS  PACIHPOCTPAaHEHUS JbIMa U
CBOOOMHBIX  IOBEPXHOCTEH  KHUAKOCTH. Hcnons3oBanue

CONPSDKECHHBIX YPaBHEHUI MO3BOJIET pEIIaTh IIMPOKUH CIIEKTP
00paTHBIX 33/1a4 BBIYUCIUTEIBLHON MEXaHHUKH JKHAKOCTU H rasa, B
TOM 4HCJIE 33/auyd HMACHTH(GHKALWK TEYCHHsS W YHPaBICHUS
TeyeHreM.  HemocpeacTBeHHass — Bu3yaiu3aliis — T'pajieHTa
L[eIeBOT0 (hYHKIIMOHANA U CBSI3aHHBIX C HUM IOJICH COMPSKEHHBIX
mapameTpoB, MNOA00HO mpeactaBieHHo B [10], mo3Bomser
MOJy4aTh HOBYH HWH(OpPMAIIMIO, SBILSFONIYIOCS KIFOUYEBOM IS
paccMaTpuBaeMol KOHKPETHOW 3amaun. B 3amadax ympaBiieHUst
TeYeHHeM, HICHTU()UKAIMK TeUeHHUs (ONpeeeHHsT HayalbHbIX
WITH TPaHUYHBIX YCIOBHI, KO3()(OHUIMEHTOB) MOJE YIPABISIONHX
MapaMeTpoB ¥ TPAAUCHT IEIeBOro (YHKIHOHANA HCIIONB3YIOTCS
JUIS TIOMCKa 30H Haubojee 3(P(HEKTHBHOTO KOHTPOJIS WM IS
BBIOOpa 30H M3MepeHHs. [IpuMepsl pean3alny TaKoro Mojaxo/a
npexcraBieHsl B pabore [10], rme ocobo oTmeuaercs
MEePCIEKTUBHOCTh HCIIONB3YEMbIX METOIOB Ul MPAKTHYECKOTO
PpElIeHHs aKTYaIbHBIX 3324 BepU(DUKAIMN U BATHIAINH.

Ba)kHBIM U NEpCIIeKTHBHBIM HANPaBJICHHEM SBJISIETCS HHTETPaLHs
COBPEMEHHBIX MeToJ0B aHanmu3a naHHeix (Data Analysis) u
METOJIOB  BH3YJIHM3alMH TNPUMEHHUTEIBHO K HCCIEIOBAHUIO
MHOTOMEPHBIX O0OBEMOB [aHHBIX, SBISIIOUIUXCS pe3yNIbTaTaMH
YHCIICHHOTO MOJIEIMPOBAHMS 3a]a4 BBIYHMCIUTELHOH MEXaHUKH
KHUAKOCTH M Tasa. [IpuMeHeHHe MEeTOJIOB M IOXOJOB aHAIM3a
JTAHHBIX TO3BOJSET MPOBOAWUTH B HCCIEAYEMOM MHOTOMEPHOM
o0beMe BBUIBJICHHE OCHOBHBIX (DAKTOPOB BIHMSHHS M CKPBITBIX
B3aMMOCBsI3el MEXIy HHUMH, MOHWXKAaTh Pa3MEpHOCTh 00beMa,
peurath 3amadd  KiaccuHKaMu OOBEKTOB BHYTPH OOBeMa.
OpHaKoO MPOCTOE MEXaHWYECKOe MPUMEHEHHE METOJOB aHaJIU3a
NaHHBIX K pe3yiabTaraM Ta30JMHAMUYECKUX  BBIYHCIICHHI
SBISICTCSL  3aTPYAHHUTENBHBIM B CHIy cHeudMuKd  3a1ad.
[TepcneKTHBHBIM HampaBJICHHEM pEaIM3al[i TaKoil MHTEerpanuu
MOJKET CIY)XHTh afianTanus u peanusaius meroqos Data Analysis
B paMKax noaxoaa  (GYHKIMOHAIBHOTO  MPECTaBICHHS
HCCIIelyeMbIX OOBEKTOB, MpeACTaBIeHHOro B paborax [11,12].
OrpoMHBIM ~ NPEUMYLIECTBOM JaHHOIO MOAXOJAA  SIBISIETCS
BO3MOXKHOCTh ~ M3HAUYaJbHOTO  IPEJACTABICHUS  HCCICIYSMBIX
NAHHBIX B BHAE (YHKIMII MHOTHMX NEPEMEHHBIX U MOCTPOCHUS
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CUCTCMBI OIICpaToOpoOB, TO3BOJIAIOIINX OIIpeACIATh
Hpeo6pa3013aH1/m 00BEKTOB U OTHOIIICHUS MEXKIAYy HUMU.

4. 3AKNHOYEHUE

Hpe,HCTaBJ'[eHHBIG BBIILIC HAIIPaBJICHUS U NPUMEPLI PICCJ'IeI[OBaHI/Iﬁ
COBMECTHO C YETKO HaMETHUBIICHCS TeHHeHL{Heﬁ CJIMIHUA H
CHHTE3a MCETOJAOB, NOAXOAOB W AJITrOPUTMOB U3 Ppa3IMYHBIX
obmacreit Jar0T OCHOBAHHUCE I10JIaraThb, 4YTO B 6y)1y1ueM BO3MOKHO

CO3[[aHME  COBOKYITHOCTH  ajirOPUTMOB, [POTPAMMHBIX  H
TEXHUYECKHX CPEICTB, [aolleii BO3MOMXHOCTh pPEAM30BaTh
0000WeHHbLl  gbluUCIUmMEnbHbI  9Kcnepumenm.  [10J0OHBIN
IKCIIEPHMEHT, OnUparouics Ha psiIMbIe 3aj1a4n

MaTeMaTU4eCKOro MOJEIUPOBAHUS, PEAIU3YIOMUN alrOpUTMbI
MOUCKA U TPACCHUPOBKM HECTALMOHAPHBIX CTPYKTYp B TECUCHUSX,
UCTIONB3YIOMNiT OOpaTHBIE M ONTHMH3AIIMOHHBIE MOCTAaHOBKH
3aJa4 ¥ BepUPUIMPYEMBIH IIyTeM IIPSIMOTO CPaBHEHHS C
pe3ynbTaTaMH AKCIIEPUMEHTOB, MO3BOJMUT IOJMY4aTh YHCIICHHBIE
pemieHus 11l knaccoB 3anad. [lomydeHHsle pe3ynpTaThl MO3BONIAT
pemiath IIpakTUYECKHE 3aJauydl KOHTPOJIs M YIpaBIICHUA
HECTallMOHAPHBIMU IIPOLIECCAMU B BBIYMCIMTENILHONM MeEXaHHKE
JKUJIKOCTH U Tasa.

B BBICTpanBaeMoii TEXHOJIOTHUYECKOM LIETIOUKE MPEronaraeMoro
9KCIEPUMEHTAa OCHOBOIIOJIATAIOIIYI0 POJIb ISl MCCIIEOBaHUS,
00pabOTKH, TPAKTOBKH W BEPU(PHKAIMHA YHCICHHBIX PE3yIbTaTOB
Oy/leT urpath BU3yalM3als JaHHBIX. Mcrmonmb3yemas Ha Bcex
CTaIUSAX BBIYUCIUTEILHOIO JKCIIEPUMEHTa, OHa IpeAroJiaraet
peaM3alnuio 10 CIEAYIOIIMM HalpaBJICHUSIM: BH3Yyald3alus
pelIeHud MpsIMBIX 3a7ady, BU3yalu3alUsl pe3ylbTaTOB IOUCKA
HECTALIMOHAPHBIX CTPYKTYP B TEUCHHUSIX, BU3yallM3alus Ipoliecca
ONTHMH3AIUH, BHU3YaJIbHOE MpeJCTaBlIeHUE CKPBITBIX
B3aUMOCBSI3€ii B MHOTOMEPHOM O0BEME NaHHBIX, 00paboTKa
MpsIMO€  CpaBHEHHE  OKCIEPUMEHTAIBHBIX M YHCJCHHBIX
pe3yNbTaTOB C LENbI0 BepU(DHUKAIIMH W COBEPIICHCTBOBAHHMS
MoJiesiel pacyeTa u SKCIepUMEHTa.
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Abstract

The article presents a review of main modern trends for data
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combined approaches application to numerical results in
computational physics are discussed.
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OnbIT co3gaHnA cucTem BU3yanuniauunum pearibHoOoro spemMeHun

n X npumeHeHne B TpeHa>kepHbIX U OGyHaI-OI.I.WIX cuctemax
B.C. lonrosecos, b.5. Mopo3zos

Wucruryr Asromatuxu u Jnexkrpomerpun CO PAH, HoBocubupck, Poceust
bsd@iae.nsk.su

AHHOTauun

B nmokmame mpemcTaBieHB CHCTEMBI BHPTYaJbHOW peanbHOCTH,
CO3JaHHbIE B pa3Hble ToAbl B IIHCTHTyTe aBTOMAaTHKH H
anexktpomerpun CO PAH s mpakTudeckoro NpUMEHEHUS B
tpeHaxepax PITHUMUIIK um. FO.A.I'arapuna ans moAroTOBKU
KocMOHaBTOB 1o mporpammam OC «Mup» u MKC. Paccmotpen
NPUHLUI CO3[aHUA CHUCTEMBl OOy4deHHs M Mpe3eHTalid Ha
OCHOBE TEXHOJIOTUH MHTETPHUPOBAHHOMN BUPTYaJIbHON PEabHOCTH.

Knrwouegvie cnoea. cucmemvl uUpmyanvHou — peanbHOCMU,
unmepaxmusHoe supmyansroe okpysicenue, 3D euzyanuzayus.

1. BBEAEHUE

B mmnoTHpyemMoii KOCMOHaBTHKE OJHHMM M3 OCHOBHBIX CPEICTB
MOATOTOBKM KOCMOHABTOB SIBIISIFOTCSI KOCMHUYECKHE TpPEHaXKEpPHI
(KT), B cTpyKkType KOTOPBIX Ba)KHOE MECTO 3aHMMAIOT CHUCTEMBI
MMHTALMH BHEIIHEH BH3yaJbHOH OOCTaHOBKM Ha BCEX JTarax
mojera (BBIBEACHHE Ha OpOHUTY, CTHIKOBKAa KOpaOmsi ¢
opOUTANBHBIM MHJIOTHPYEMBIM KOMILIEKCOM, 3a7adn
OpOUTANBPHOTO TOJIETa, a TAKXKEe BO3BpALICHHE OJKUNaka Ha
3eMitio).

C pa3BuTHEM KOMIBIOTEPHOU TpaMKU IOSIBUIACH BO3MOXHOCTD
3aMEHBI HCIIOJIL30BABIIMXCS paHee VI TPEHAKEPOB MMUTATOPOB
BU3YaJbHOM OOCTAaHOBKH € (U3HYECKUMH MOJCISMH U
TEJICBU3MOHHBIME KaMepaMH Ha MMHUTATOPBl C MaTEMaTHYECKUM
MOZENNPOBAaHNEM BU3yaIbHOW 00OCTAaHOBKH. DTO TaK Ha3bIBAEMbIE
cucTeMbl BHUpTyadbHOW peanbHOocTH (CBP), Thme BusyanbHas
oOcTaHOBKa (HOPMHUPYETCSI METOJAaMH KOMITBIOTEPHOTO CHHTE3a
TpexMepHBIX ciieH. COBpeMEeHHbIE KOMITBIOTEPHBIE TEXHOJIOTHH
o0ecneyrBaOT IIUPOKHE BO3MOXKHOCTH  MOJICIMPOBAHHS B
peanbHOM — MacmTabe BpPEMEHH JIMHAMHYECKUX  CIOKETOB
BU3YaJIbHOM 0OCTaHOBKH U YHUBEPCATBHOCTH TpeHaxxepHbIX CBP.
OCo0O€HHO 3TO BayKHO IIPU MOJETUPOBAHHUH CIICHAPHEB Pa3BHTHS
BHEMITATHBIX CHTYyalWil, OTpabOTKa BBIXOAA M3 KOTOPBIX
3aHEMaeT  OONBINYI0 YacTh BPEMEHHM OT BCeH MOATOTOBKH
KocMOHaBTa. [losiBUIach BO3MOXKHOCTh MIMHUTHPOBATh Pa3jINYHbIC
COCTOSIHUSI aTMOC(epbl, IOTOHBIE SBICHUS, CBETOBBIE AP (EKTHI,
TEHH U T. 1.

C mavama 80-x rTomoB XX Beka HAYMHACTCS AaKTHBHOE
cotpynHuuecTBo MHCTUTYTa aBTOMAaTUKU W snekrpomerpun CO
PAH (MAuD CO PAH) c LleHTpoM MOATOTOBKH KOCMOHABTOB
um. 0. A. Tarapuna no cosganuto CBP mis kocMuueckux
TpeHaxepoB. Ha 6a3e pa3paboTok MHCTUTYTA O (HOPMUPOBAHUIO
U OTOOpPaXCHHIO BHUPTYAJIbHBIX CIEH B peaJbHOM BpPEMEHH
CO31aHO HecKonbko TmokoseHnd CBP  mis  mpakTtuueckoro
npuMeHeHus (puc. 1) B IMATalMOHHO-TPEHAXKEPHBIX KOMIUIEKCaX
PIrHUMUIIK um. H0.A.Tarapuna u PKK "Oneprus" nm. C. II.
KoponeBa. CuCTEeMBI  YCIIEIIHO  AKCILTyaTHPOBAUCH  TpPHU
MMOJITOTOBKE KOCMOHABTOB OPOHTAIBHOM cTaHIIMU «Mupy, a 3aTeM
- IO MOporpaMMme MEXIyHapOAHOW  KOCMHYECKOW  CTaHIUH
(MKC). 3a co3znanne cucteMm «Akcait» 1 «Anp0aTpocy» KOIJIEKTUB
pa3paboTunkoB oTMedeH muriomamu uM. 0. A. 'arapuHa.

Russia, Vladivostok, September 16-20, 2013

Puc 1: BupryanbHas ciieHa CONMMKCHUS

TpaHcroptHoro kopabist ¢ MKC.

2. CACTEMbl BWPTYANIbHOW PEAJIbHOCTU
TPEHAXEPHbIX KOMMIJIEKCOB

Jlns mpakTUYEecKOoro HCIONb30BaHUS B TpeHaxepax Llentpa
MOATOTOBKH KOCMOHaBTOB uM. IO.A.l'arapuna B HAuUD
paspaboTaH m co3gaH oOpaszen TpexkaHanbHOW CBP  «Akcaii»
(1981-1985 rr.) D10 ObLTa TepBass B CCCP mpodeccronambHas
cucTeMa Ul KOCMHYECKOTO TpeHaxkepa. Paspaborannas
OpHUI'MHAJIbHAsI CTPYKTYpa CHHTE3a TPEXMEPHBIX CLEH Ha OCHOBE
HNPUOPUTETHO-YHOPSAAOUSHHBIX 00BEKTOB oOecrieunBaa
BU3YyalM3alMI0 JMHAMHYECKHX CLIEH B peaJbHOM MaciuTabe
BPEMEHH. AnmnapartHast 4acThb CHCTEMBI, HCTIONB3YS
CYIIECTBYIOIIYI0 B TO BpeMs JJIEMEHTHYyI0 0a3y, pa3Melnanach B
JIEeBATH THIOBBIX croiKkax. Co3[aH KOMIUIEKC HpOTPaMMHBIX
CpPeNCTB, TOJACPKUBAIOIINA CHCTEMY OT J3Tala CO3JaHUs [0
paboter B cocraBe TpeHaxepa LIIIK mm. 1O. A. Iarapuna. [pu
pa3paboTke cucTeMbl «AKcait» ObUIM YY4TEHBI U PEKOMEHJIAINU
KOCMOHABTOB, TIEpEIaBIINE CBOM JIETHBIH M KOCMHYECKHI
«BU3YaJIbHBII» OIIBIT. Cucrema «Akcail» YCIELHO
JKCIUTyaTHpOBajlaCh ~ NPH  INOJATOTOBKE  KOCMOHaBTOB  II0
nporpaMme KOCMHYecKoit cTaHuuu «Mupy.

Pabotel mo coBepmeHncTBoBaHHI0O CBP ObuUTM MPOAOIKEHBI
Pa3pabaTbeiBatoTcsi HOBBIE CTPYKTYpHBIE PEIICHUS W ajJrOPUTMBI
(dhopmupoBaHKsS H300paKECHHU, OPHUEHTHPOBAHHBIC Ha CO3JIaHHE
CBP c MmeHbpmIMMM anmapaTHBIMU 3aTpaTaMu (IO CPaBHEHHIO,
Harnpumep, ¢ «AKcaem»), HO C BO3MOXHOCTBIO PACIIUPEHUS MO
MPOU3BOJUTEIHHOCTH U MO HabOpy (QYHKIWII B 3aBHCHMOCTH OT
pemraeMbIX 3a1ad. JTtH pa3paborku BerzBann naTepec B LITIK nm.
0. A. Tarapmna, TZle HauMHAETCS IIPOIECC MOAEPHH3AINA
TpeHaxepHoro nmapka. Cosmaercs psx CBP «Ansbarpocy (1986-
1990 r.r.), B KOTOpBIX MCIHOJB30BAINCH pa3pabOTaHHBIE Ha
OTCUSCTBEHHOH  JJeMEeHTHOW  0a3e  CrelHMaTU3UPOBAHHbIC
rpaduueckue ycrpoiictBa (puc.2). B OCHOBY apXUTEKTyphI
BUZCONpoIieccopa cucTteMbl  «Anbbatpocy [1]  mosokeHa
OpHTIHHAJIbHAS UJesT PEKYpPCHBHOW INPOIERYPH! JETEeHHs 3KpaHa.
B cucreme peann3oBaH pa3pabOTaHHBIN METOZ PACTPUPOBAHUS H
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MHOTOYPOBHEBOTO MacKHpOBaHMUS, YBEIMYUBLINH
MIPOU3BOJUTENHHOCTE CHCTEMBI W IIO3BOJIMBIIMK S((EKTHBHO
0o0pabaTeIBaTh TPEXMEpHBIE CIEHBI ¢ OONBIION TIIIyOMHHOM
crnoxHocThio. MHorokanansaeie CBP Ha 6a3e «Ajbbarpoca» co
CIelUaIbHBIMU (YHKIMOHAIBHBIMU BO3MOXKHOCTSIMH
(TeKkcTypupoBaHHe IMOBEpXHOCTeH,  arMocdepHbie 3PPEKTsI,
MOJBWKHBIE OOBEKTHI, HMHTAnUs arMochepHbIX 3(dexToB u
pa3NMYHOTO poOJa HWCTOYHHUKOB CBETA) HCIIOIb30BAIHNCH B
aBUAKOCMMYECKHUX TpeHaxepHbIXx Kkommulekcax LIIIK um. FO.A.
I'arapuna, IIKEM I. [Tenssr. ADpXUTEKTYpHBIE Hu
ITOPUTMHIECKHE PEIICHHs, 00eCTIeumiin MOAYJIBHOCTh CHCTEM,
CYLIECTBEHHO MeHbIIMA ~ 00BeM  00OpymOBaHHSA npu
XapaKTepPHUCTHUKAX, CpPaBHUMBIX C JIy4YIIMMH 0Opa3suamu
moA0OHBIX  CHCTEM  3apyOeXHBIX (UPM TOr0  BpEMEHH.
OIHOPOIHOCTh ~ apXUTEKTYPHl  YIPOCTHJIA  M3TOTOBJICHHUE,
HACTPOHKY M TECTUPOBAHHE CHUCTEMBI, IIOBBICHJIA ITOKa3aTellH
HajexkHocTH. CHctema oOpabateiBania g0 40000 MONMHMTOHOB B
cexyHay. C TOSBICHHEM BBHICOKOMHTEIPHPOBAHHOM 3JIEMEHTHOM
6a3pl  paspabatbiBacTcsi CBP  HOBOro mokoieHust «Apuyc»
(puc.3), TAe B KayeCcTBE OCHOBHOTO BBIYHCIHMTEIBHOTO SApa
UCHOJIB3YIOTCS ~ HPOrpaMMHpyeMble LU(POBbIE CHIHAJIbHbBIC
nporeccopsl [2]. B ocHOBY pa3paboTKu 3TO# CHCTEMBI TOJI0KEHBI
TaKue HPHUHLIMIIBL, KaK OTKPBITOCTB APXHUTEKTYPBHI,
NIPOTPaMMHPYEMOCTh ~ Ha  BCEX  YPOBHAX  BEIYHCIICHUH,
OIHOTUIIHOCTh CTPYKTYPHBIX MOJYJIeH, IT03BOJIIONIAs JIETKO
H3MEHATh KOH(UTYpaIrHio CHCTEMBL. JTO, Hapsay C BBICOKOM
TIPOU3BOJUTENBHOCTEIO, obecrieqnBaoch CIIEHAITBEHO
paspabotanHeM Moayiaem (puc. 4) Ha 0ase  mporeccopa
TMS320C80.

Ha 6a3e nanHoit pa3pabotku co3maercs psg CBP ¢ paznnanbivMu
MOIMGUKAIMAME Ul PEIIeHHs 3anad  CIeNUaIn3UpPOBAHHBIX
TpPEHaXXEPOB  IIOJTOTOBKM  KOCMOHAaBTOB IO  IIPOTpamMMe
KocMHu4eckod craHimmi «Mup», a 3areM u MKC (puc. 1).
OYHKIUK ITHX CHCTEM 3HAYUTENHHO PACIIMPEHBL. OTO HMHTALHS
Pa3MHYHBIX CPEACTB HAOMIOAEHWS C XapaKTepHBIMH JUIT HHUX
¢ pexTamu (IMCTOPCHOHHBIE MCKAXEHUS, PacPOKyCHPOBKA U T.
1), MOJEIMPOBAHUE PA3IMIHOTO BPEMEHHU CYTOK M COCTOSHHS
aTMochepsl. mutarms npubopos HabmoAeHus (pHc.5) — onHa U3
¢ynkumit CBP B TpeHakepax ais TMOATOTOBKM SKHIAKEH K
BU3yaJIbHOH OLIEHKE Pa3JIMYHBIX CTAJWI IOJIeTa TPAHCIOPTHOTO
Kopabust (TOJIET MO TPACKTOPHUH, cONMKeHHe U cThikoBKa ¢ MKC
U T. 11.), @ TaKKe JJI BU3yaIbHOH OIEHKH MTOBEPXHOCTU 3eMIIH C
MKC 10 cOoOTBETCTBYIOIINM NpHOOpaM HaOIIOICHYS.

Cucrembl  «Apuyc» sBWIMCH 0a30if Ui mepexoja Ha
CTaHJapTHBIE TpapHUUYecKHe aKcelepaTopbl, 4YTO ONPEACIIUIO
JlasipHelIee pa3BUTHE M coBepuieHcTBoBaHue CBP ¢ yuerom
HOBBIX  33ad  TPEHAKEPHBIX  KOMIUIEKCOB. 3a cuer
MIPOTPaMMHPYEMOCTH Ha BCEX YPOBHSIX 00paOOTKH JaHHBIX TaKHe
CHCTEMBl YHUBEPCAIBHBI M JIETKO AJANTHPYIOTCS OIS pelIeHHS
Pa3MHYHBIX TPEHAXEPHBIX 3a7ad. JTO OYEHb BAXXHO B CBA3U C
pacTymMu TpeOOBaHHUSAMH K ITOJIrOTOBKE KOCMOHABTOB MO Mepe
COBEPLICHCTBOBAHHMS KOCMHYECKHX TPAHCIIOPTHBIX Kopalied u
pactmpenust pynkuuonansnocth MKC. Ha ceropnsimrauit jeHn
npoBeneHa MoaepHu3auuss CBP  pasnnuneix Tpenaxepo LIIK
um. }0. A. T'arapuna. B xauecTBe KOMIBIOTEPHBIX I'€HEPaTOPOB
n300paskeHUH HCTIONB3YIOTCS MHOTOIIPOIIECCOPHBIE
aKceJIepaTopsl HOBOTO IOKOJIEHHMS, BEICOKAst IPOU3BOIUTEILHOCTD
KOTOPBIX M MpPOTpaMMHAsl pealn3alid MHOTHUX (DYHKIUH
TI03BOJISIET ITOJTHOCTBIO YAOBIETBOPHTH COBPEMEHHEIE TPEOOBAHHS
K (YHKIMOHAIBHOCTH W Ka4yeCTBY BH3YalIbHOH OOCTaHOBKM B
COBPEMEHHBIX TPEHaKepax.
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3. CUCTEMbl OBYYEHUA U NPE3EHTALMN HA
OCHOBE TEXHONOIr’m WHTErPUPOBAHHOM
BUPTYAIIbHOW CPE[bI

OnHO W3 TMEepCHeKTUBHBIX HampaeieHud B passutuu CBP,
nonyuusmiee pazsutie B MAuD CO PAH, — ucnonb3oBaHue B
o0yJarommx ¥ MPEe3eHTAOHHBIX CHCTEMaX TEXHOJOTHH
HWHTETPUPOBAaHHOH BHUpTyanbHO# peansHoctd (VIBP). [lannas
TEXHOJIOTHs IIPEATNOJIAracT He TOJIBKO TACCUBHYIO JEMOHCTPAIIHIO
KOMIIBIOTEPHBIX MOJEJIel MPOCTPAHCTBEHHBIX OOBEKTOB, SIBICHHUH
U TpOLECCOB, HO U AaKTUBHOE «IPHUCYTCTBHE» JIEKTOpa
(npemopaBatens) B IPEAMETHOM BUPTyalbHOW cpeme C
HETIOCPEICTBEHHBIM B3aUMOJCHCTBHEM C MOJENSIMU H3Yy4aeMBbIX
O0OBEKTOB W aKICHTHPYIOUIEr0o BHHMaHHE Ha MpPOOIEMHBIX
acrekrax HM3ydaeMoro matepuana [3-5]. MccienoBaHbl MeTO[bI
yIpaBIeHHus] TPEXMEPHBIMH OOBEKTaMH BHPTYAIBHOH CIIEHBI C
MIOMOIIBIO OTCIIe)KMBAHMS  [JBIDKEHHH  deloBeka  0Oe3
HCTIONB30BAHUS CHELUATBHBIX CEHCOPHBIX JaT4MKOB. Pazpaboran
METOJ] PACMO3HABAHUS ABIXKCHMH, HCIONB3YyS H300pa’keHHE C
BUIEOKaMepel. B pesynmprare  pa3paboTaHbl NIPOTrpPaMMHO-
ITOPUTMHUYECKHE CPEJCTBA, MO3BOIAIONIME W3  BXOJHBIX
BUJICONAHHBIX BBLICNATH IOJBIKHBIC OOBEKTBI, OIPEACIATH
CMEIIEHHE 3THX OOBEKTOB Ha 3KpaHe U IO OOIIEeMY CMEICHHIO
(GopMHUpOBaTE COOOIIEHHE C JBYMEPHBIM BEKTOPOM CKOPOCTH
cmemenns. CucTeMa OTCIIEXKUBAHUS JIBIDKCHUH oOpabaTbiBaeT
3TO COOOIIEHHe W HCHONB3yeT JUIS YIPaBICHHS BHIOPAHHBIM
BUPTYalbHBIM OOBEKTOM. 3a CUeT pPACMO3HABAHUS JABIKCHUH
JOKJTaAIMKa MOXKHO cO3JaHa (P (eKTHBHAs CHCTeMa yNpPaBICHUSI
mpe3eHTanued  0e3 NpPHUBICUYECHHUS YCTPOWCTB THIIA ITyJbTa,
JUKOWCTUKA MIIM CEHCOPHOTO 9KpaHa. YNpPAaBIATh Npe3eHTalMei
CTAaHOBUTCSI BO3MOXKHBIM, UCIIOJIB3YsI KaK BHPTYaJIbHbIC KHOIIKH,
TaK W HENOCpPeICTBeHHOoe ympaBieHne 3D-o0vekramm B
BUPTyaJbHON cueHe. BwiOop o00BeKTa, €ro mnepeMmelieHue,
BpallleHne, M3MEHEHHEe MacuiTaba OCYIIECTBISIOTCS 3a CUeT
aHaIM3a IBIKCHUH PYKH.

CrpykTypa MHOro()yHKIMOHAJIBHOTO MPOrPaMMHO-AIIapaTHOTO
KOMIUIEKCA CHCTeMBI ~ OOy4YeHHMs W NpEe3eHTAlUH BKIIOYaeT
cleAylolue NporpaMMHO-aNapaTHble KOMIIOHEHTBI: TeHepaTop
N300paKeHNH, CUCTEMY OTOOpa)KEHHs, HHTEPAKTUBHBIE CPEACTBA
yopaBieHus — mpe3eHTanuei.  [IporpammHOe  obecriedeHme
CHCTEMBl BKIIOYAaeT CIEAYIOI[HEe KOMIIOHEHTB: MEHeKep
pecypcoB, MOJIyNb BH3YaIH3alluy, MeHekep clieHbl. CHCTEeMBI Ha
ocHoBe VIBP MoryT OBITH HCTIONB30BaHEI B YU€OHBIX Kilaccax MpH
0o0y4eHHHM KOCMOHAaBTOB W IIEpCOHAla OIEPATUBHBIX TPYIIL.
V3ydenne Ha BUPTYaJIbHBIX MOJAENISAX KOMIIOHOBKH OpOHTAJIBbHBIX
CTaHIWil, O0TpaboTka Ha BHPTYyAITBHBIX MOJEISX Ipolecca
co3manust Jabopatopuii B KOCMOCe, COOPKH  CIIOXHBIX
KOHCTPYKIIMM B KOCMOCE M T.I. — HE IOJHBIM IepedyeHb
TEMaTHIEeCKUX MPHMEpPOB, KOTOPHIE HAIJAHO MOTYT OBITH
MIPOJIEMOHCTPHUPOBAaHEl B HMHTEPAKTHBHOM pexnme. Ha puc. 6
NMPUBOJUTCA TpuMep ucnonb3oBanus HMBP: coBmemenHoe
U300pakeHHe BHPTYAIbHOW MOAENU (YHKIMOHAIBHO-TPY30BOTO
6noka «3apsi» MKC u nexropa, 4to obecriedrBaeT HarJIsAIHOCTD
HMHTEPaKTUBHOW JIEMOHCTPAIHN.

Russia, Vladivostok, September 16-20, 2013

Puc 6: [Ipumep ucnons3oBanns VIBP

4. 3AKITIOYEHME

JanbHelmee pasButue cucreM Ha ocHoBe VMIBP mpeamomaraer
CO3J]aHHE Psiia CHCTEM Pa3IUYHON CIOXKHOCTH Ul OOydeHHs U
MPe3CHTALi, B TOM YHCIIE W MPOCTOM BapHaHT Ha OOBIYHOM

MOpTaTUBHOM KOMIIBIOTEPE. Pa3pa6OTaHHI)Ie nporpaMmMHO-
AITOPUTMHUYICCKUE peumieHus TO3BOJIAIOT HUCIIOJIb30BaTh
JOITOJTHUTCIIbHBIC HOACHUCTEMBI, pacmmpsAronue
(byHKL[I/IOHaJ'[LHLIG BO3MOXXHOCTH u Kpyr TOJTb30BaTEIICH

MOJOOHBIX CHCTEM. DTO MOACHCTEMA JIOKATHU3AIMU U CIEKEHHS
(TpekuHra) 3a IBIDKCHHAMH pYyK IIONB30BaTelNsl; IOJCHCTEMA
CHHTE3a 3BYKOBBIX 3()()EKTOB, TyBCTBHTEIBHON K MOJIOKECHUIO U
OpHEHTAINH MOIb30BATENS; MOACUCTEMON TeHEPaIli CUIIOBBIX U
TaKTHIBHBIX OLIYIIEHHUH, co3/arolell WUI03UI0 PUKOCHOBEHUS
K BUPTYaJbHBIM OOBEKTaM; YCTpOICTBa BBOJA VISl OCTPOCHUS
uHTepdelica Moabp30BaTels MPSIMOT0 MaHHUITYIMPOBAaHHS JaHHBIMU
(YKa3KH, IaHeN! YIpaBIeHHs, KHHETHYECKHE CEHCOPHI U JIp.).

Cdepa mpumenenus cucrtem Ha ocHoBe VIBP: BceBo3MOXKHBIC
NPE3CHTAllMM, B CHUTYALlMOHHBIX LEHTPaxX, My3esiX, oOydeHHe
HNEepCOHAJIA  YIPABICHUIO  CIOXHBIMA  TEXHOJOTHYECKUMH
npoueccaMd M TEXHHYECKUMH CHCTEMaMH, JWCTaHIMOHHOE
o0y4eHune 1 TeIeKOH(pEPEeHINH.
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The experience of developing
real-time rendering systems
for the simulation and training

Abstract

This paper is about implementation of the presentations system
based on integrated virtual reality technology. This system
provides the combining of a virtual environment and a lecturer
who can interact with object’s models of a virtual environment
real-time. Furthermore the system can combine different
multimedia data (3D objects’ models, video, Microsoft
PowerPoint presentations, histograms, tomography data, etc.).
This option expands the potential of interactive presentation
process.
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BoccTtaHoBneHue 3D noBepxHOCTU nuua
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AHHOTaUuA

OO6cyxnaercs crnocod ymydlleHHuss KaduecTBa peKOHCTpykiuu 3D
MOBEPXHOCTU JIMLA MM €ro dYacTell ¢ MOMOIIBI0 METoJa
obpatHoro paccrosHus. Ilpeanmaraemblii MeTOx TMO3BOJSET
YCTPaHUTh <«UEpHBIC MABIPHI», TMOSABIAIOIIUECS INPU OTCYTCTBHU
n3Mepennii. IlpumeHeHne wmeroma mo3BoisieT mocTpouth 3D
MMOBEPXHOCTH HEOOXOAMMOTO pa3pelicHuss 0e3 PeUIeHUs 3aJaqu
TPUAHTYISIINH, 9TO OOYCIOBIMBAET CYIIECTBEHHOE COKpAIICHHE
BBIYHCITHTEIBHBIX 3aTPaT.

Knrueswie crosa: 3D-pexoncmpyryus nosepxnocmu, range
image, memoo obpammublx paccmosinuil, «4epHbie ObLPbly,
pacnosHasanue ay.

1. BBEAEHME

B nocnennee Bpemst 3D mMozeny nun Haxo#sAT Bce Ooee IHPOKoe
OPUMCHEHHE B CHCTEMax paclo3HaBaHWs H300paXKEHUH JIHIL.
Onnako, Kak oTMevaercs B paborax [1, 5, 6, 7], cymectByer psix
npobneM. Hampumep, He TOYHO MNOZOOpPAaHHOE OCBEIICHHUE
CKaHHPYEMOT'O JIULA, YPE3MEPHO OCBEIICHHbIEC YYaCTKH JIHIA WK
obJlacTH JMIa C OYeHb HU3KMM OCBEIIeHHEeM (M/WIH HHU3KUM
KOHTPACTOM) MOTYT HEraTHBHO MOBIHATH Ha PEKOHCTPYKUHIO 3D
Gbopmbl  nHIa. DTO MPUBOJUT K TOMY, YTO Ha [IAAKUX
MOBEPXHOCTAX JIMIA MOTYT TOSBIATBCS apTe(akThl B BHIC
«BBIOPOCOBY (ILIMIIOB U HAPOCTOB), & Ha OCTPBIX (hOPMaxX U PE3KUX
nepexoaax (KOHYMK HOCA, HaJAOPOBHBIC AYrH, KPbUIbs HOCA W
HOCOTYOHBIC CKJIAJKH) MOTYT OOpa3oBbIBAThCS MpoBaisl B 3D
MOBEPXHOCTH, Ha3bIBAEMbIC «IEPHBIMH JbIpaMi» [7].

2. MONYYEHUE NCXOOHbLIX 3D ®OPM NN

Llar 1 — ckanupoBanue. [lonoxeHue yeroBeka OTHOCHTEIHHO
KaMepbl (DUKCHPYETCS B TEUYCHHE HECKOJBKUX CEKYHI JIUIO0
HAXOMUTCSA HA JIOBOJBHO OJM3KOM PACCTOSHUH OT Kamepbl H
MOJKeT MojicBeunBaThes (cM. puc. 1, a [7]).

Puc. 1. [Iponecc momyuenus 3D dhopm mwn

B pesynbraTe cCkaHHpOBaHHs OOJACTH JIMIA MOJydYaeTcs 00JIaKo
touek Py, tae 1=1, 2, ..., L, noka3anuoe na puc. 1, 6. 3nauenne L
MOXET BapbHPOBATHCS OT HECKOIBKHX COTEH [0 HECKOIBKHX
necsaTKOB Thicsid. Kaskmast Touka Py onpeersieTcs B pOCTPAHCTBE

Russia, Vladivostok, September 16-20, 2013

3D cBommH KoopmMHATaMH {X|, Y, Z}, TA€ X — KOOpAWHATa
MEPICHIUKYIISIPHAS OCH CUMMETPUH JIMIIA, Y — MapaieIbHas OCH
CUMMETPHH JIHIIA, & Z — ONPECISACT BHICOTY TOYKH OTHOCHTEILHO
mwiockoctd XY. Takum o00pa3om, 00JaKO TOYEK OIHCBHIBACTCS
TpeMsi BeKTopamu pasmepa L.

Hlar 2 — cBA3b TOYEK B CETKY TPEYIOJBHUKOB. [lOCKOIBKY
HnepeMeHHbIe {X|, Y|} MPeACTaBIAIOT CO00H HE CBSI3aHHBIE MEXTY
coboif koopauHaThl Ha TUIockocTH XY, pa3MelleHHble Ha
HEperyJsIPHOM CeTKe, TO BBIITOJHAETCS IPOLeaypa TPHAHTYIISIIUH
¢ nuHeWHoW wuHTepnonsuued. KoopauHaTel zj, omnpexpenstomiye
BEPIINHEI TPEYTOJILHUKOB, CO3Jal0T ONOPHBIE TOYKH CETKH, Y3JIbI
KOTOPO# ONpeneisioT BEICOTY penbeda obnmactu ymna. [Ipumep
TaKoW CETKH IoKa3aH Ha puc. 1, ¢ [7].

Ilar 3 — ICPEHOC KOOPAMUHAT. Brimonusercs NEPEHOC KOOpAUHAT
{Xi, Yi} Ha peryisipHyl0 CETKy | [epecyeT KOOPAWHAT Zj.
[Momy4yeHHble 3HA4YEHWs IPOCKTHPYIOTCS oOprorpaduyeckn Ha
peryJsipHylo ceTky. Bmecrte ¢ mosyueHHbIMU HOBBIMU BEpIIMHAMU
Z, ouu obpasyrot range image (RI) — puc. 1, 2.

Llar 4 — coznanue RI. RI BeipaBHUBaeTCs 110 BCEM HaNPaBICHUSIM
(c moMoIIBI0 TTOBOPOTA, CABUTA M T.J.) M NIEPEBOANTCS, HAIIpUMED,
B [OJIyTOHOBOE M300pakeHue (puc. 1, 0).

3. BOCCTAHOBJIEHME 3D MNOBEPXHOCTU HA
OCHOBE METOJA OGEPATHbIX PACCTOAHUA

Tpuanrynsauust U CBS3aHHBINA C HEW IepecdeT KOOPAUHAT Zj aloT
OYeHb  XOpPONIME  pe3yNbTaThl  TOYHOTO  IPEJCTaBICHHS
noBepxHocTell nur B npoctpanctBe 3D u B popme RI. Omnako
JUISL 3TOTO HEOOXOJMMO OYeHb OONBIIOE YHCIO TPEYTONbHHKOB
UCXOMHON CEeTKM, 4YTO HEMHUHYEeMO TIIPHBOJAWT K BBICOKHUM
BBIYHCIMTENBHBIM 3aTpaTtaM. COKpallleHHe YHCia TPEYTONbHUKOB
(M COOTBETCTBEHHO BBIYHCIUTENBHBIX 3aTPaT) MOCTHTAETCSA 3a
CUeT «AJANTUBHOW TPHAHTY/SIIUE» - pa3MeIIeHHE OOJbIIero
YHCNIa TPEYTONBHUKOB TaM, TA€ €CTh Pe3KHe Iepenabl ypoBHS Ha
MOBEPXHOCTH JHIa (001acTH OpoBEH, T1a3, HOca) M MEHBIIETO - B
00JIacTAX C IUIABHBIMI H3MEHEHMSIMH (JI00, CKYJIBI), YTO MOKa3aHO Ha
puc. 1, 6. BO3MOXXHO TOCTPOSHHE CETKH TPEYTOJIBHUKOB TOJBKO IO
y371aM, KOTOpBIE SIBISTIOTCS aHTPONOMETPHIECKUMH TOYKAMH, TOT/A
YHCIIO HCXOMHBIX Touek Oyner He Oomee 80-100. Omaako ecmm
ucxo[Hoe o0nako {X, Y, Z} HMeeT 3HauuTeJbHbIC MPOITYCKH
«@I3MepeHni 110 TIIyOWHe» OT CKaHepa A0 OOJIaCTH JIMIIA, TO M CeTKa
TPEYTOIBHUKOB OyIeT MMeTh OOJbIINe «0oOJacTH IPOIyCcKoB». B
pesynbTare Ha moBepxXHOCTH RI  mosBATCS «depHBIE  IBIPBD),
COOTBETCTBYIOIIME STHM IIPOIyCKaM HH(OpPMAINH, KOTOpHIEe He
MO3BOJIAT MOJYYUTh TOYHOU (HOPMBI MOBEpXHOCTH JHIa. [Ipumep
3THX OIIUOOK MpEeCTaBIICH Ha PHC. 2, H300pakeHus O U ¢ U3 [1].
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a) O6ako ToYeK

6) Range image 6) 3D

Puc. 2. [IpoGnemsr pexoHcTpykimn R

O6pas, npe/CTaBICHHBIA HA pUC. 2 @), NONYYeH U3 3HaYeHui {Z}
Rl mns xoopmunar X, u Yy, 2000 TOoYek, chOpPMHUPOBAHHBIX
TEHEpaTOpOM  CiIydalHbIX uuncesl. TeM camMblM  COBEpILEH
«obpatHblii mepexox» oT Rl x obmaky ucxogHeIX mDaHHBIX. B
MOCTPOEHHOM 00JIaKe TOUeK OTUETIHBO BUAHBI «PBaHbIC Kpas» U
3HAUUTENbHBIE MPOIMYCKH, KOTOPbIE U CO3MAIOT <«IBIPBD» Ha
n3obpaxenusx RI.  OrcyrctBue pmaHHBIX 0 TioyOuHEe B
n300paxeHusx Rl mIpUBOAUT K MOSBIECHHUIO «IIUTIOBY ¢ 0OpaTHOU
ctopoHbl 3D dopm mun. HeoOXoaUMOCTh yCTpaHEHHUs «YEepHBIX
IeIp» B n300paxeHusx Rl, koTopas BeImodHSAETCA, KaK MPaBUio, B
WHTEPaKTUBHOM pPEXHME C MOMOINBIO CIUIAHH-MHTEPHOSINY,
SIBIISIETCS. OJJHOM M3 0cOOEHHOCTEel MeTona TpuaHryisiun. Hike
OyneT MOKa3aHO, YTO PEKOHCTPYKLUS IOBEPXHOCTH JIHIA II0
MeToay obpatHbIX paccTossHEK (MOP) MoskeT yenemHo 60poThest
C YCTpaHEHHEM «UEepHBIX ABIP» B n300paxeHusx RI.

Ecnmu HeoOxonuMma He cama MOJENb JIMIA, a PEIICHHE 3a/1ayud
pacmo3HaBaHHA JIIOAEH 10 JIMIaM, IpeACTaBIeHHBIM B ¢popme 3D,
TO €CTh CIIOCOOBI IOCTPOCHHS BCEil MOBEPXHOCTHU JIMLA WK €ro
yacTeldl ¢ TOCHEOYIOIIMM MX HCIOJIb30BaHHEM B IIpoLecce
pacnio3HaBaHug [6]. MoxHO Tarke 000HTHCH 0e3 00beqMHEHHS
TOYEK Py B TPEYrOJbHHKH, HE pelias, TakKuM oOpa3oM, 3anady
TPUAHTYJSIIUK BoOOLIe. BMECTO 3TOT0, MOXKHO MO IOJYYECHHBIM
HU3MEpeHHsAM {X, V|, Zj}, NIPHHAAIEKALIAM HEPETYISIPHON CeTKe
W3MEpEeHHH, Ccpa3y IOCTPOUTH MOBepXHOCTh 3D ¢ TpeGyembM
paspemuenneM (B mpuinokeHnd K Rl - ¢ TpeOyembiM pazmepom
MxN sToro nzobpaxenus). Haubonee mpocto 310 peanmsyercs B
pamkax wmeroma «KPUKWHI» (Kriging) B ocaoBe koToporo
nexut Meton obpatHeix paccrosiauii (MOP) [4, 9]. Pemenue
3a7a4yd TMEepeHoca JAHHBIX C CETKH HEperysipHOil Ha CeTKy
PEryJISpHYIO pealu3yeTcs B 1Ba 3Taa.

1. Ucxoanoit mHbopManmeid jurd | sTama SBISIOTCS 3aJaHHBIE
3HaueHus {X;, VY|, Z}, mOpencraBisiomue BekTopel X, Y, Z
pasmepoMm L xaxnprii. Llenpro 3TOTO 3Tama sSBIsieTcs MOCTPOCHHUE
mozenu z; = f(x;, yp). [ DOCTHXEHHS 3TOil LEeN BBITOIHSIIOTCS
cienylolme qeMcTBus.

1.1.  Koopmumatsl  {X, VY;} BceX WCXOAHBIX IaHHBIX
MpeCTaBIIOTCS BeKTopoM K B KoMIntekcHOH opme:
K=X+Y,rne j=+-1, (1)

NpUYeM MpeAnoyiaraercs, 4ro BekTop K He COAEPKHT TakKux
IMaHHbBIX, 9T0 K=Ky st |#d. D10 ycrnoBue «HEeKpaTHOCTH JTaHHBIX»
SIBJIAETCS €JIMHCTBEHHBIM MPH PELIEHUH TIOCTABICHHON 3a/1auu.

1.2. ®opmupyerca marpuna K, pasmepom LxL, mocpeactBom
noBTopeHus L pa3 nomydennoro sexkropa K:

K=[KK..K]. 2)
1.3. Bepluucnsgercs AMCTaHIMS  MEXAYy BCEMH TOYKaMHU
HEperyJISpHOU CeTKH:

D = abs(K — K"). (3)
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3aMeTUM, 4TO TOJBKO NPH BBIIOJIHEHHU YCIOBUS «HEKPATHOCTU
JaHHBIX», paHT Matpullbl D Oyaer paBeH ee MOPAAKY U BOSMOXKEH
HEePEXOJ K CIeAYIOIEMY IIary anropuTMa.

1. 4. Beraucnsiercst BEKTOp apamMeTpoB perpeccuu B, pasmepa L
B=D"'z. (4)

2. Uenpio Il stanma sBisercss COOCTBEHHO MHEPEHOC HMCXOIHBIX
JaHHBIX (00J1aKa) Ha 3aJaHHYIO PEryIIpHYI0 ceTKy pa3mepa MxN,
B pe3ynbTaTe 4ero u Oyzmer momydeHo RI. Beramcnenus kaxmoro
3nadenus 1(m,n) RI peanusyrores ciaemyronmm o6pazom:

I(m,n):zL:bl Jk(nm)—k |, m=1,2,..,M,n=1,2,.,N, (5)
1=1

rae: k(nm) =X, + Y, ,» ¥V n=1, 2., N, m=1, 2., M;

|k(n,m)—k,| — MOZYJb Pa3sHULBI MEXAY HOBBIMH H CTapbIMH

KoopIuHaTaMHu; X, = mMin(X) + n(max(x) - min(x))/(N -1) ;

Ym = min(y)+m(mex(y)-min(y))/(M -1); k, = X, + jy; .

Pemenne (5) Takke JOCTUraeTcsl MPH YCIOBHU «HEKPATHOCTH

JTAHHBIX»: |k(n, m) — k,|¢ 0, V I#n u l#m. Anropurm peanuzanuu

(5) Oyzmet cienyromum.

2.1. dns BektopoB X 1 Y, pacCUUTHIBAIOTCS TPAHUIIBI KOOPAUHAT:
max_Y=max(Y); min_Y=min(Y);
max_X=max(X); min_X=min(X).

2.2. Bpluucisercs Iar IUCKPETH3ALUH PETYISPHOW CETKH ¢
yaetoM pasmepoB M u N ms RI:

deltaY=(max_Y-min_Y)/(M-1);
deltaX=(max_X-min_X)/(N-1).

2.3. OnpexenstoTcs Bce 3HAYCHUS KOOPAWHAT PETYISPHON CETKH
JUISL 3aJaHHOTO pa3Mepa RI 1 3amuchIBaIOTCS B COOTBETCTBYIOLINE
BEKTODBI:

Xi=(min_X:deltaX:max_X);
Y, =(min_Y:deltaY:max_Y).

2.4. Co3naetcs HyneBoi pabounit maccus pazmepa MxN mst RI:

I :[O]MXN;
2.5. [Ins Bcex TeKyMUX 3HAUeHHH koopauHat m=1, 2,..., M u n=1,
2,..., N dopmupyercs Bekrop Xy, cocrosmuii w3 L crpok
koopaunar [ X(n)+jY(m)] tax, uaro:

X, (n)+ jY; (m)

X, (n)+jY,(m

X, = (M) -+ JYe(m) |- ®)
X, (n)+ jY; (m)

2.6. BpraucusroTes PpacCTossHusA MEKAY HOBBIMU W HCXOJHBIMHU
KOOpAnHaTaMu

Dnew = abS(XY 'K)- (7)
2.7. Beaucsitorest 3uadenus RI st mukcenst (m,n):
I(Mn) = Dg,B, 8)

Jajiee OCYIIECTBIIETCs: BHIOOP HOBOTO TEKYIIEro 3Ha4eHHs M u N,
noropsitorest mward (6)+(8). Pesynbrar npuseaeH Ha puc. 3.
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BapuaHTH pexoHCTPYKIHH
u oTobpaxenua Fange Image

Cbnars HaMepeHTE

Puc. 3. [lepeHoc JaHHBIX IO TPEATI0KEHHOMY AITOPUTMY

4. 9KCNEPUMEHTbI

B aJkcrmepuMeHTax HCMOJb30BaINCh H300paxkeHus: «Texas 3-D
Face Recognition Database» [3], a Takxe H300pakeHHS U3
OUTHPYeMBIX ctatelt [1, 5, 7, 8]. Bece aTn m300pakeHus MOKa3aHbI
Hapuc. 4 u 5.

Puc. 4. [Ipumepst n300pakeHMi

4.1 PeKOHCTPYKLMA NOJSTHOroO N30bpaxeHuna range
image

K coxalleHu1o, 3KCIEepUMEHTAIbHBIE KOOPIMHATHI {X, V), Z},
co3JaroIIre 001aKo UCXOAHBIX JaHHBIX, OTCYTCTBOBAIIH, T0ITOMY
BO BCEX MPEICTABICHHBIX HIXE DKCIICPUMEHTaX 3TH JaHHBIC
Oy/IyT CO3aBaThCSI U3 UMEIOIINXCS OpUTHHAIOB — RI.

3HavyeHus {z)} obOiaka MCXOMHBIX JaHHBIX OyaeM monay4ath u3 Rl
IS KOOPIMHAT X, H Y, COPOPMHUPOBAHHBIX TI'€HEPATOPOM
PaBHOMEPHO PACTIPEICIICHHBIX CIyYaiHbIX yncesl. KoopauHaThI X
M Y| B 3TOM CjIydac HE SIBJISIFOTCS LEJIBIMH M, TaKUM 00pa3oM,
MPUHUMAIOT 3HAUCHHWS HA HEMPEPHIBHOM IIKale 3HAYCHHIN

LN x; u LM mns y,. Dto mo3possier moiyuuts K>>NM
pa3MYHBIX Tap KOOPJMHAT, COOTBETCTBYIOIIMX HEPETryJISIpHOit
CeTKe B 33/IaHHBIX IpaHHL@x. IIpy 3TOM Z; NMPUHUMAIOT IIENIbIC
3HAYEHUsI, COOTBETCTBYIOIIME mukcento Rl ¢ xoopamHatamu X| u
Y|, OKPYIJICHHBIM 110 Omwkaiimero wemoro. Jlns mpupaHus
3HAYEHMSIM Z) CBOMCTB «pEalbHBIX M3MEPEHUID» HaKIaIbIBACTCS
HOpManbHBIL. Ha puc. 5, @ IpUBEAEHO MCXOAHOE M300paKeHUE
RI [3, 8] pasmepom 270%210 mukcenei, a Ha puc. 5 6 — TO Ke
n300pakeHue, IpeACTaBIeHHOE B mpocTpaHcTee 3D.

Russia, Vladivostok, September 16-20, 2013

Puc. 5. [IBe popMEI IipecTaBlieHus: HCXOAHOTO n300paxenus Rl

CTOUT OTMETHTh IPOPUCOBKY JMHHI HOCa, IJla3 U 00JIacTH pTa
clieBa U «TpyOyl0 3epHHUCTOCTBY HoBepxHOCTH 3D m3o0parkeHus
crpaBa. OnHako BuaHO, 4To 3Ha4yeHus {Z} Rl mocratouno ToyHO
HPEJICTABISIOT BEICOTY BCEX TOYEK HA IPaBOM H300paKEHHH IO
Bcell moepxHoct 3D. Rl He comepXHT «UepHBIX ABIP» H
MOATOMY Ha H300paKEHUH CIIpaBa OTCYTCTBYIOT IIWIBI HIIK
HEOIIpeIeIeHHBIC 3HAUCHUS.

Ha ocHOBe IPEACTaBICHHOTO BBILIC MOJXO0/A, MOTYyYUM H3 3TOTO
ke m3o0paxkeHus 550 3Hauenuid {7} A BceX BBIYHCICHHBIX
koopauHat {X,, Y|} (puc. 6, a). B pesymbrare moiaydum 0OIaKO
UCXOJHBIX NaHHbBIX {X|, Y|, 2|}, B KoTOopoM KoopmuHatel {X;, Y}
pa3MeIleHbl Ha HEperyJsipHOil cerke. BhIMONHUM 0OpaTHBIH
nepeHoc koopauHat {X, Y, zj} Ha peryispHyio cetky mo MOP.
Tlomydennsnii pesynprar mokasaH Ha puc. 6, 6. Ilpu sToM s
PEKOHCTPYKIIMH BCEro M300pa)KeHHsI OBUIO HCITIOI30BAHO TOJIBKO
550 tpoek koopmuHar {X,, V|, z}. Pe3yabprar JOCTaTOYHO TOYHO
otobOpaxaet ocHoBHBIe (hopmbl 3D B RI. CpennekBagpaTuyeckas
onrMOKa COCTaBHJIa BEIMYMHY <8, a BEKTOp YPaBHEHHUS PErpecCUH
conepkuT Beero 550 xoaddunuentoB. B npunoxeHun K 3amaue
PEoYKIMHM Pa3MEpHOCTH IMPOCTPAHCTBA IPH3HAKOB, COKpAaIICHHE
coctaBmwio 6onee 100 pa3 (mockonbky 270%210/550=103).

a) 6)

Puc. 6. BeiOpaHHBIE KOOPAUHATHI U PE3yIbTaT PEKOHCTPYKIHN

Hpyroii crmoco® cpaBHEHUs pe3ybTaTOB MPEICTABIEH Ha pHUC. 7.
B BepxHell cTpoke moka3aHbl UCXOAHOE U PEKOHCTPYHPOBAHHOE
n300paXeHUs, a B HIDKHEH CTpOKe — MPOQWIN JHIl U1 3THX
n3o0paxeHuit mo smHUM cumMmerpud. [lo ocm X oOTMedeHBI
HOMepa cTpok RI, a mo ocu Y - 3HaUeHHe MHUKCENs, HaXOAAMIETOCS
Ha quHUN cumMerpun RI. ToHkas nuHUS — mpodwis auna Uit
HCXOHOTO N300paskeHus, a ToJICTAs - JUISt
PEKOHCTPYHPOBAHHOTO HM300pakeHMsl. XOpOmO BHIHO, HTO
MpoQIIN MIeaTbHO COBMANAIOT Ha YYacTKax J0a, HOoca, pra U
moabopo/IKa, HECMOTPS Ha TO, YTO HOBOE - PEKOHCTPYHPOBAHHOE
n3o0pakeHHe TmoimydeHo Bcero mo 550  koopauHATaM,
MOJTy9eHHBIM ciTydaifHeiM oOpa3oM. [lomoOue nuHMiT nmpoduns Ha
ydacTkax j0a, HOoca W MOAOOpPOIKAa MOKHO HCIIONB30BATh IS
cpaBHeHuUs qByX n3obpaxkenuii Rl [6].

300
250
200 / \

150 ¥

100 4

a0

a a0 100 150 200 260 300

Puc. 7. Ucxonnoe n3o6pakenue Rl n pe3ynbprar peKoHCTpyKINH
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4.2 PeKOHCTPYKUMSA NMPU HaNM4YMmM «4epHbIX ObIp»

CTOHUT OTMETHTb, YTO B IIPMHIIUIIE MOXKHO MOMBITATHCS YIy4LIUTh
Ka4ecTBO PEKOHCTpYKIMH Rl 3a cuer yBenmumueHHs HCXOIHOTO
yrcia Touek K B obnake n3aMepeHHid, OJHAKO MPAKTUYECKH ITO
TPYAHO OCYIIECTBUTb.

JleiicTBUTENBPHO, YeM OOJbIIE YUCIO TOYEK OOJaKka M3MEpEHHl,
TEM JIy4lle MOXXHO PEKOHCTPYHPOBaTh MOBEPXHOCTH 3D obmactu
auia. Ho, Ha mpakTUKE MBI CTOJKHEMCS CO  CIECAYIOLIMMH
npobyieMaMu: TPU  BBIYKMCICHHH MapaMeTpoB perpeccuut (4)
HeoOxoquMo o0pamaTth Matpuly paccrosHuii D, mopsmox
KOTOPOH IpsIMO CBsi3aH ¢ 4ncioM Touek K B oOmake m3MepeHuii;
ecmn K<1000, 9T0 OOBIMHO MMEET MECTO NPH MOAEITUPOBAHUK
3a1a4 peKOHCTPYKIUH, TO IpoOeM ¢ oOpalieHneM MaTpHIBI HeT,
onHako renepupoBanue K tpoek koopmunat {X, Y, 2} s
K=1000 u Tpu YCIOBHH HeKpamHocmuy OAdHHbLIX B PpaMKax
orpaHnYeHHBIX pa3MepoB M n N MoeT BBI3BaTh ONpeneIeHHBIE
TPYIHOCTH.

Ecmu ocymectBisiercs: ckanupoBanue nuna, To K>>1000, u Toraa
paccMaTpuBaeMBlil Kilacc 3amad YK€ HE pelNTh B paMKax
mpemioxenHoro  MOP. B cmywasx, korma K>>1000
UCTIONB3YIOTCS  METOABl  PEKOHCTPYKLMH, OCHOBAaHHBIE Ha
Tpuanrymsinun. OgHako, ¢ APYrod CTOPOHBL, 3TOT METOX He
MOXeT OBITh 3((EeKTHBHO HCIOJNB30BAaH B CiIy4asX, KOrja
¢u3udyecKkoe  CKaHUPOBAaHWE  OTACNBHBIX  obnacTed  smnma
COINPOBOJKIACTCS MPOIYCKOM H3MEPHTEIBHBIX NaHHBIX I STHX
obmacreil. lmenHo B 3TOM ciydae Ha moBepxHocTH RI
TIOSIBIISTIOTCS! «4epHBIE IBIPBD). «JlaTaHue STHX IBIp» OCHOBAHO Ha
METOJax CIUIAWH-UHTEPIOJSIINY, HO HMEHHO 3/1eCh BO3MOXHO
IIPUMEHEHHE METO/1a PEKOHCTPYKIUHU, OCHOBaHHOrO Ha MOP.

Bynem ncxoauts U3 npexmnosnoxenus, uto 3D moBepxHOCTH nHLa
HE MMEET BEPTHKAIbHBIX (TO €CTh MO OCH Z) IepenagoB BBICOT,
MO3TOMy B oOOJlake JaHHBIX HE MOXET OBITh TOYEeK C
koopauHatamu {X;, Y, 0} mmwst mobeix leL [9]. CremoBarensHo,
9TH TOYKHU MCKJIIOYAIOTCS U3 JanbHeiero paccMoTpenus. Kpome
TOTO, HCKITIOYAIOTCS KOOPJAWHATH, HE  yJIOBIETBOPSIONINE
YCIOBHIO «HEKPaTHOCTH JaHHBIX». Ilo ocTaBmIMMCS HaHHBIM
BEIMTONHsIETCS peKoHCTpYKIws RI ¢ nuconszosanuem MOP.

[pumep ucxomnoro mzobpaxenus (Rl) ¢ «aepHBIME ABIpamMm»
MOKa3aH B JIEBOM BepxHeM yriy Ha puc. 9 [1]. «/Isipe» Ha RI
BBIJIC/ICHBI YEPHBIMH JIOKAIBHBIMH OOJIACTSAMM: BCErO 37€Ch
uMeeTcst 6 KpYyMHBIX IbIp (LEHTp HOca, JBE O0NAcTH TJa3 U JiBe
obmacti Ham OpoBsiMH) W 6 MenkuxX Islp. Ha opuruHaibHOM
n3obpaxxernn R| mpoBeneHa BepTUKaNbHAas JHHUS IO OCH
CHMMETpPUH O0JacTH IMIa W TO Hei ompexaeneH mnpopuis. B
BepXHEH dYacTH puc. 9 TMOKa3aHO pa3MelIeHHE TOYeK ¢
koopauHatamu  {X;, Y|} Ha twiockoctd XY, MONyYeHHBIX
TeHepaTopoM CIy4aifHbIX yKcel. IIpu 5TOM MOYKHO 3aMETHTb, YTO
HEKOTOPOE KOJIMYECTBO TOUEK TTONaI0 Ha 00JIaCTH «YEPHBIX JBIPY.
B mpaBoil BepxHeil YacTH pHCyHKa [OKa3aH pe3yJibTar
pexoncrpykuuu Rl mo xoopauxatam {X,, Y|, 2}, tae z; # 0 u
YIOBJIETBOPSAIOIIUX  YCIOBHIO  Hekpamnocmu — Oauubix. B
IKCTIEPUMEHTE YMCII0 TAaKMX KOOpAMHAT Obu10 He Gonee 300.

HwxHsist yacTe puc. 9 mpeacraBisieT MCXOAHOE M300pakeHHe B
¢dopme 3D (cieBa), Ha KOTOPOM BBIACICHBI Kpas BHIUMBIX
«4epHbIX Obp». C mpaBoil CTOpOHBI MOKa3aH pe3yibrar 3D
pexoHCTpyKIMU RI, B KOTOpOM yXe OTYETIHMBO BHICH Mpoduiib
4eJoBeyecKoro smna (06JgacTb Hoca M OOJAacTh HaJ BEPXHEH
ryOoi, rnasHble sMbl, J100), YTO COBCEM HE BHIHO Ha
U300paKeHHH ClieBa.
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Puc. 9. McxonHoe n300paskeHne U pe3yibTaT ero peKOHCTPYKIHI

Ha puc. 10 TOHKOH nMHHMEH NOKa3aH NPOGHUIL MO JIMHUK
cumMeTpun Jits opuriHana R1. Peskuil nepenay TuHUA Mot
(ot 115 go 135) oOpa3oBaH HaWOONBIICH «UIECPHOW IBIPOID»,
HaXoJAIIeics MpsMO B ILEHTPE KOHYMKA HOCAa Ha OpUTHHAJC.
Toncroit JmHMEH TOKa3aH MPOQWIH 1O JIMHHA CHMMETPHH IS
pesynbrata pekoHCTpykimu RI. Buano, uto mpodwiu IuHWMIA
CHMMETPHH NPAaKTHIECKH Be3JIe TOYHO COBIIAJIM 32 HCKIIOYCHHEM
obylacTl «4epHOH IbIpbD». VIMEHHO B 3TOM MecTe HpOW30LLIA
PEKOHCTPYKIMSI OTCYTCTBYIOIIeH moBepxHocTH RI, m Toncras
JMHUS TPOIIIa Yepe3 PEeKOHCTPYHPOBAHHEIN (IIpeIoaraeMblid)
KOHYHK Hoca. CpeIqHeKBagpaTHdecKas OmIMOKa B JaHHOM Cllydae
He TpeBbIlIalia 3HaYeHUs!, paBHOTO 35.

300

200F

100

Puc. 10. IIpodunm mo nuanu cummerpun Rl ¥ pekoHCTpyKIUH

Bpewms, 3arpaueHHOe Ha Bech Ipouecc pekoHcTpykuuu RI,
cocraBwio He Gosee 8¢ Ha kommbioTepe Pentium Dual-Core CPU
T4200, ¢ TakroBoii yacrotoii 2I'T u 3I'b O3Y.

5. SAKNIOYEHUE

HWccnenoBanus mokasaiiy, 4TO pe3yibTaT peKoHCTpykiuu Rl mo
MOP He COnepKUT Mo2o Koauvecmea u mo2o Kaiecmaea «IepHbIX
IIBIP», KOTOpbIE OBUIM Ha KCXOMHOM H300pPaKCHUH, XOPOIIO
BUJICH TPOQMIb YEIOBEYECKOro Juna, oblacTh HOca, TIa3HbIE
SIMBI, JIOO, YTO COBCEM HE BUIHO Ha UCXOAHOM H300pakeHuu RI,
dbopma o0macTH JHMIA TO JIMHAA CHMMETPHH MOJHOCTBIO
BOCCTaHOBJIEHa. MeToz He TpeOyeT 3HaYMTeIbHBIX pecypcoB. Bee
MEPEYNCICHHOE  SBISIETCS  OYEBUAHBIM  MPEHUMYIICCTBOM
HpelaraeMoro MeTojla M ONpeAeNsieT BO3MOXHOCTB — €ro
HCII0JIb30BAaHUs Ha IMPaKTUKE JJIs BOCCTAHOBJICHUS 3D
TIOBEPXHOCTH JIMIIA.
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AHHOTaUuA

B nmanHOi crarke paccMaTpHBAIOTCS CBOOOIHBIE  (hOPMEL,
CHHTEG3MPOBAHHbIE C MOMOIIBIO  (YHKIMH  BO3MYIICHHUS.
CBoOoxHble (OPMBI HMEIOT BBICOKYIO CTEHNEHb ITaAKOCTH U
KOMIaKkTHOe omnucaHue. s co3maHust (OPMBI IpEUIaraeTcs
Ha0Op aNTOpPUTMOB U IIPOTPAaMMHOTO obecHedeHHs Ha OCHOBE
¢yHKIMIT Bo3MymeHus. MHTepakTrBHAsS MOAN(HUKAIINSI MOAEIN 1

6510Tpa51 BU3yaJiU3alus TIO3BOJIAIOT obecreunTs
MAaHUITYJIUPOBAHUC 00BEKTOM C HeO6XOHHMOI>i CTCTICHBIO
JACTalIu3alui, 4 CHHTE3a 1/1306pa>KeH1/1171 peaTMCTUIHOrO
KadyeCTBa.

Knwuesvie cnosa:. Oynxyuu sosmywenus, I eomempuueckue
ob6vexmol u onepayuu, Uumepaxmusrnoe mooenupoganue.

1. BBEAEHUE

Ilpu GopMHpOBaHMM TpEeXMEpPHBIX CLEH Haubojee 4Yacro
UCHOJIb3YeTCsl IMOJIMTOHAIIBHOE 3aJlaHue Mojeneil 00BbEeKTOB,
KOTOpPO€ Ha COBPEMEHHOM YPOBHE pPa3BUTHA KOMIBIOTEPHOH
rpahuKd  HMEET psJi OrpaHUYCHHIl. Kapkacuple Mopenu
TPEXMEPHBIX OOBEKTOB  SBIAIOTCS  NPHOMMKEHHbIMH. [
JIOCTIDKEHUS (poTOopeann3Ma HEOOXOAUMO HCIOJIb30BaHUE CBBILIE
MHUJUTHOHA TTOJIMTOHOB B CLICHE, IPUYEM HaOF0JaeTCs TSHICHIHS K
JIJIbHENIIEMY YBEJIMUEHHIO IETAIN3AIMU. YKE CErOIHs BO MHOTHX
NPWIOKEHUAX KOJIUYECTBO TPEYTOJbHUKOB CLEHBI COIIOCTaBUMO
WX MPEBLIMACT YHCIO IMUKCEIO0B, 3aHUMACMbIX Ha J3KpPAaHE, 4YTO
HUBEJIMPYET [PEeUMyIIecTBa IIOJIMTOHaNbHOrO noaxona. Ilpu
BO3pacTaHUU CJI0’)KHOCTH CLICHBI s¢dexTBHOCTH
IOJIMTOHAJIBHOTO METO/la SKCIOHEHIMaIbHO nanaer. CTpykrypa
[IOJIMIOHANBHBIX CETOK JIMHEHiHA HW OHH HE O6eCl’le'—[MBaf0T
MOJJIEP>)KKM MHOTOMACIITAOHOCTH, TI03TOMY paboTa ¢ GONBIINMH
CeTKaMy 3aTpyAHEHa M TpeOyeT BBIYUCIHUTEIBHO —CIIOMKHBIX
METOJIOB yIpoleHus. [loauronansHas MoJelb NPHHINITHAILHO
HE TO03BOJSIET TMOJYYHTh MHOTHUX BH3yalbHbIX 3ddeKToB,
HEOOXOIUMBIX JUISl PEAUTHCTHYHOrO oToOpakeHust cueHbl. C
MIOMOIIBIO CKEJIETHOW aHMMAalluH HEeNb3sl C/eNIaTh KaueCTBEHHYIO
QHMMAIMIO TMOKMX MaTepuajioB, a TAaKKe BBITOJHUTH CIOXKHBIH
MOpdHUHT 00BEKTOB.

OT »3THX HENOCTATKOB  MOXHO  HM30aBUTHCS, MPUMCHSS
aHATMTUYCCKOE 3a7laHue OOBCKTOB M pACTEPU3AIMI0O HX IPH
MOMOIIM  aJTOPUTMOB TPACCHPOBKU JIydel. AHATUTHYCCKOEC
3aJJaHUE TEOMETPHYCCKUX 00BEKTOB HE TpeOyeT 60bIIOro 00bEMa
namsTd. CylecTBYIOT pabOThl O BU3yaIn3aliy (YHKIIMOHAIBEHO
3aJaHHBIX ITOBEPXHOCTEH, Takux kak F-rep [1], moBepxHoCTei
CBEPTKH [2], HESBHO 3a/JlaHHBIX ITOBEPXHOCTEH, U3BECTHHIX B
KOMITBIOTEpHON Tpaduke Kak KamenabHble Mozenu [3], metachep
[4], msarkux o6bektoB [5] W T. 4. OpHAaKO WX NPUMEHEHHE
OTPaHUYCHO  JIOBOJILHO ~ Y3KHM  KIIACCOM  MOJICIUPYEMBIX
MOBEPXHOCTE M MeUIeHHOW Buiyanmzanueil. Vcnonb3yemsbie
ITOPUTMBI  CJIOKHO ONTUMH3HPOBaTh Ui BH3YyalH3alUd B
peabHOM BPEMEHH, YTO TAKXKE HAKIAJBIBACT OIPAHUYCHHS HA UX
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npaktudeckoe npumeHeHue. OJMH M3 IJIaBHBIX HEIOCTaTKOB
W3BECTHBIX METOJOB BH3yallM3allMM - CIOXHOCTH BBIYHCIICHHS
TOYEK TMOBEPXHOCTH. Tak, METO] MAapIIMpPOBKH IO Jydy He
rapaHTHpyeT OOHAapyKEHHe MOBEPXHOCTH, KpOME TOr0o, OH
MemieHHblii [6]. B paGore [7] ommcaH Merox BBIYHCICHHS
[ePECEUCHHs Jyya C MOBEPXHOCTHIO, 3aJaHHON B HESIBHOM BHIE,
onnaxo Boruucienus L- u G - mapamerpos ouens cnoxusie. B
MeToze chepbl-TpIiicuHra HaxoXAeHHE HauOOJBIIEro paanyca,
4yToOBl HUM OJHA TOYKa O0BEMA He Jiexana BHYTpH cdepbl -
HeTpuBHanbHas 3anada [8]. Takoit meroq MOXHO 3(P(EKTHBHO
HPUMEHATh TOJIBKO TOIZA, KOrza OOBEKTbl CTaTH4HBL. TO ecTb,
koraa ¢opma u MmacmTab camMux OOBEKTOB HEe H3MEHsIOTCI. B
TPacCHPOBKE JIyda ¢ aHAIM30M MHTEpBaJIa JUISl CIOKHBIX (YHKINH
TpeOyercs JenaaTb MHOTO  BBIYMCICHHH, IIOCKOJBKY OHH
HEOOXOAMMBI MHIMBHIYAIBHO IS KOXIOTO JIyda U JUIS KaXIOTro
MHTEpBaja BIOJIb 3TOro jy4a [9]. B ObicTpoii TpaccHpoBke iyua
MOKMCK JIyuel, TEePeceKaroluX MOBEPXHOCTH CJOKEH U He
OCTaTO4HO 3(P(EeKTHBEH, MOCKOJBKY CIIOCOOBI KIacTepHU3alrH
9TOr0 METOJ/Ia He PellaroT JaHHyIo mpobiemy monHocthio [10]. B
(GYHKUMOHANBHBIX — 3aJaHUSIX HIOBEPXHOCTEH BBIYHCIICHHE
omnpenensomedl GyHKIUH B 3aJaHHOH TOYKE YacTO OKa3bIBACTCS
BEChbMa TPYIOCMKOM 3a/1aueii, 0COOCHHO B CIIydae HCIOJIb30BAHUS
R-¢yHKUMiT ¢ KBagpaTHBIMA KOpHsIMHE [1].

B pabGore [11] ommcaH MeTox OTCICKHBAHUS JIyded [UIst

BU3YAIM3allMM  TIOBEPXHOCTEH,  3aJaHHBIX  alre0pamdecKu
[MOJIMHOMAMH BBICOKOH cTemeHr. UTOOBI ¢ IMOMOIIBI OOBIYHOIO
MOJIMHOMAa  3a/1aTh  CIIOKHYIO ~ MOBEPXHOCTb  HEOOXOAUMO

yBEIMYMBATh €ro creneHb. B ciaydae ¢ KpuBbiMH besbe
TapaHTHUPYeTCs] BBICOKAas TOYHOCTh HAXOXICHUS IIEPECEUeHUs C
KpPHUBOH, HO HE TapaHTUPYETCs] TO, HACKOIBKO TOYHO HadabHAs
¢ynkus  Oyner mpuOmbkeHa dToi  kpuBoi. EmE  omHmm
HEJOCTaTKOM 3TOTO METOZA ABJIAETCS TO, YTO IEPEBO 0OBEKTa B
JIpYryiI0 CHCTEeMy KOOpAMHAT — He IpocTras 3agada. Ilostomy
CO3JaHHIe TUHAMUYECKHX CLIEH CTAHOBUTHCS MPOOIEMATHIHBIM.

Ilenbro TTaHHOU paboTh SIBIIIETCS UHTEPAKTUBHOE
MOJICTUPOBAHNE ¥ BU3yanu3anus (YHKIHMOHAJIBHO 3aJaHHBIX
00BEKTOB HA OCHOBE (DYHKIIUI BO3MYILICHHSI.

B rmocmenHee Bpemsi KoMmbloTepHash TIpaduKa, CBS3aHHAs C
WHTEPaKTUBHBEIM  MOJCIMPOBAHMEM U PENAKTHPOBAHHEM
TPEXMEPHEIX OOBEKTOB  Pa3BHBAECTCS OBICTPHIMM  TEMITAMH.
W3BecTHBI Takie KoMMepueckue cuctembl kak Softimage, MAYA,
3DStudioMax u ap. [Uisi HHTEPaKTHBHOTO PEIaKTUPOBAHHS
MOJUTOHAIBHEIX ~ Mogened.  CyIIecTBYIOT — MHTEPAaKTHBHBIE
cucreMbl Ha 0a3e MOJMHOMOB, HESABHBIX MOBepxHOcTell [12],
TpeyroneHbix cetok [13], uzobpaxenuii [14], oovemon [15],
(bYHKIMOHAIBHO 3aJaHHBIX Mozenei [16, 17].

KonctpynpoBanue o0bekTa B HalleM ciydae CBOAUTCS K 3ajade
nedopmanun 6a30BOi NMOBEPXHOCTH HY)KHBIM 00pa3oM, a He K
aNMpPOKCUMAINH €€ IPUMHTHBAMU, JaHHBIH MPOoIecC HATOMHUHAET
JIEIKY MOJEIH W3 IIACTHIMHA C IPUMEHEHUEM I€OMETPHUUYECKUX
orepanuii, NMpeACTaBICHHBIX HIDKe U aedopmanuu. OcHOBHOE
MOJIOXKUTENILHOE OTJIMYUE OT U3BECTHBIX MHTEPAKTUBHBIX CHCTEM
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Ha 0a3ze (DYHKIMOHANBHO 3aJ@HHBIX MOJEIEH 3TO TO, YTO HET
HEOOXOIMMOCTH B TIOJMIOHH3AIMH (YHKIHOHATILHONH MOJIENN
nepen aehopmanuei.

2. TEOMETPUYECKUE OB BEKTbI

Jlns  omMcaHMSA  CIOXKHBIX ~ T'EOMETPHYECKMX  OOBEKTOB
UCHONIB3YIOTCA  (DYHKLMH OTKJIOHEHUS (BTOPOTO MOPSIKa) OT
6azoBoii kBanpuku [18]. Ha 6a3ze kBagpuk cTposiTcsi cBOOOAHBIE
¢opmel. CoGoxHass Qopma MpencTaBiIseTcss KOMIO3ULUEH
0a30B0i1 KBaIPUKH U BO3MYIICHU

N
F'(xy,2)=F(xy,2)+ > fR (X Y,2) (@)
i=1

rue Ri(X,y,z) — Boamymienwue, fi- bopm-dakrop.
3 -
R, (X, y’ Z) — Qi (Xv y! Z), If Qi (X’ yi Z) 2 O (2)

0,if Q(x,y,2)<0
rae Qi (X, Y, Z) — Bo3MymIaroniasi KBaJpuKa.
Jlnst Toro 4to0bl TOBEPXHOCTH ObUIA TIIAJKOM, CTENEHb JOJDKHA

ObiTe  Oompme  mBYX  (2). OTo  ycnmoBue — rapaHTHUpPYeT
HETIPEePBIBHOCTD (PYHKIUU U €€ IIPOU3BOIHOIL.
3. TEOMETPUYECKUE OMNEPALUU
I'eomerpuueckas MO/IeIIb JIOJDKHA obecreynBarh

KOHCTPYHPOBaHHE OOBEKTOB M MX KOMIIOZUIMHA pa3IudHON
CIIOHOCTH. Jns 3TOTO UCTIONB3yeTCs MHO>KECTBO
reOMETPHYECKUX orepauuii @, OonpenessieMoe MaTeMaTHYeCKH
crexyroumm oodpaszom [1]:

D,: M+ M*+.+M" —M, @3)
Jlns  ¢dopMupoBaHHS MOAENEH CIOXHBIX OOBEKTOB Ha 0aze
GYHKIUH BO3MYIIEHHS HCIOJB3YIOTCS TakKHe OMNepaliH, Kak
IpOeKIHU, O(CeTTHHr, MeTaMop(o3KCc, KPydeHHE W 3aMeTaHHe
IBIDKYyIIUMCS  TBepAbIM TeoM [19], ocymecTBisieMble ¢
pUMEHEHHEeM OYJIeBBIX ONepaniii 00beIMHEHHS U [IePECeUCHHUS.
bunapras omepammst (N=2) (3) obwvexktoB G; m G, o3Hauaer
omneparuio G3=@j(G4,G,) ¢ onpenesieHnem:

f, =w(f,(xY,2), f,(x v,2)) 20, @)

rJe | - HelpepbIBHAs BEIIECTBEHHAs (DYHKIMS IBYX HEPEMEHHbIX.
C momosto onepanun cMmemenus (0ffsetting) moxHo cosnasats
YBEIIMYCHHYIO WM YMCHBIICHHYIO KOIIHIO HCXOAHOTO 00BEKTa, TO
€CTb JIeNaTh IOJIOXKUTENbHBIH WIM OTPHULATENbHBI O(CETTHHT
coorBercTBeHHO. [lpm  Meramopdosuce wmu  MopduHre
OCYILECTBIIICTCS IUIABHBII MEPeXo]] OJHOr0 OOBEKTa B JPYroil.
[lpn (GyHKUMOHATIBHOM 3aaHMH OOBEKTOB C MPHMEHEHHEM
GyHKUMH BO3MYLIEHHS MOXXHO OCYIIECTBIATH TPEXMEPHBIH
MOpGHUHT HeroMeoMop(dHBIX O0O0BEKTOB (Hampumep, Topa H
chepbl) 1 MOPOUHT C OTPAaHUYCHUSIME O3 pa3pbiBa MOBEPXHOCTU
U 1Jociexyroouiero  “ckieuBaHus”’  mocienHedl. [lga  rtena
roMeoMOp(MHBI, €CIM M3 KMCXOJHOTO  Tejla MyTeM B3aUMHO
OJIHO3HAYHOI'0 HENpPEpBIBHOIO NpeoOpa3oBaHMs OIUCHIBAIOLICH
ero (QyHKIMM MOXHO MOJYy4YuTh BTOpoe. To ecTb s
HETOMEOMOP(HBIX ~ OOBEKTOB MBI HE MOXEM  IPOCTBIM
NpUONMKEHNEM KBaJIPUK BBIYUCIHMTH HEpa3pbIBHBIH MopduHr. B
npouecce Mop(HHra MOTYT y4acTBOBAaTh HE JBa HCXOJHBIX
o0bekTa, a yetslpe. B aTOM ciyyae cxema mHTepHomIMU OyneT
OUITHHEHHOM, a TeOMETpHYECKasl OTepalus - KBaTepHapHoii (N=4)
(3). Kpydenue - 310 medopmaitus Tena, SBISIOMIAACS YACTHBIM

Russia, Vladivostok, September 16-20, 2013

ciydyaeM OMEKTHBHOTO O0TOOpakeHUs. brekTuBHOE oTOOpakeHHe
CIIyXKHT IJIsI ompeneneHus AedopManuii MCXOTHBIX OOBEKTOB.
3ameranue - 3TO MpoeKiwms ABmwKymierocs tema u3 4D(X,y,z,t) B
3D(X,Y,Z) TpOCTPAHCTBO. DTH OlEPALMK HE HU3MEHSIOT CTEIEHb
¢yHKIMA 3amaHHBIX Mozenedl. OJHUM U3 MPUMEPOB OTHOLICHUH
MOXET CIy>XHTb OIpeJeTIeHHe CTOJKHOBEHHH MEXIy 0OBEeKTaMu
[20]. BunapHOe OTHOIIEHHE €CTh MHOKECTBO MHOKECTBA

M2=M x M . Ono mosxer GbITh OIIpPEIENICHO KaK:
SiM xM — 1 (5)

C momMo1so 0co060ro TecTa Ha epeceyeHre 1 OMHAPHOTO ITOMCKa
MOXKHO 3a IIOCTOSIHHOE YMCJIO ILaroB (OHpenensercs 3aJaHHOH
TOYHOCTBIO) OINPENEINTh TOYKY CTOJKHOBEHHS OOBEKTOB, €CIIH
TaKoBOE IPOMCXOAUT. B mensix pacuera BpeMeHHM OOHAPYKEHUS
CTOJIKHOBEHHH TECTHPOBAINCH OOBEKTHI, PA3IMUYaBIINECS KaK IO
CTENEHH CIOKHOCTH ((opMe), Tak M 1O BHUIY CTOJKHOBECHHS
(I/IMCeTCﬂ B BUAY CTOJIKHOBEHUE PaA3JIUMYHBIMU CTOPOHAMH H
Y4acTSIMH 0OBEKTOB).

Bonee mompoOHOE omucaHWe TPEXMEPHBIX OOBEKTOB Ha 0Oase
GbyHKIMi Bo3MyIeHus: B MOHOrpaduu [21].

4. BU3YANU3ALUA

I'maBHBIM Ha 3TOM JTame sBisiercs d(PdEeKTHBHOE HAXOXKACHUE
[IEpBOro TepeceueHus Jyda ¢ IMOBEPXHOCThbIO. [laHHas 3amaua
CXOJHA C BU3yanu3anueil 00bEMHBIX TOMOTpadHUECKUX TaHHBIX,
riae QyHKIUs IIOTHOCTH 3aJaeTcsl B BUJIE IUCKPETHBIX JaHHBIX. A
B HalleM Ccly4ae MCHOJIb3yeTcs AQHAJIUTUYECKH 3aJaHHas
GyHKUIUs, 4TO TO3BONIsIET Oosiee 3(GEKTUBHO OCYIIECTBISTDH
HOKCK TOYEK MOBEPXHOCTH.

)1.]'[5{ BBIYUCJICHUA NEpECCUCHUA ny'-leﬁ C MOBEPXHOCTAMHU
TPEXMEPHBIX OOBEKTOB MpEIAraeTcs MeTol, B KOTOPOM
OTCyTCTByI'OT BBIIICIICPECYUCIICHHBIC HEAO0CTAaTKU, XapaKTCPHBIC
JJIA paCCMOTPECHHBIX paHEC U3BECTHBIX METOA0B aHAJIUTUYECCKOI'O
3aJlaHusl IOBEPXHOCTEM.

)IJ'IH IMPOCTOThI IOHUMAaHUs 6yﬂeM CUHTATh, YTO CLICHA HAXOAUTCA
B €MHUYHOM TpéxMepHOM KyOe. [lepcrexTuBa paccMaTpuBaThCs
He OyzeT, BBHIY TOrO, YTO OHAa CBOJMTCS K HEPEXOIy B IPYIyIO
cucteMy — KoopauHar.  [lo3ToMy — OmycTHM — HayajbHbIE
npeoOpa3oBaHus M yAenuM OoJblile BHUMAaHWS OCHOBHOH 4YacTH
MeTona. bynem cunrtaTh, 4T0 HAOIOIATENb CMOTPHUT BJOJb OCH Z.
Heo0xoquMo MOJTy4YUTh TPOEKIHUIO CLEHBl Ha IUIOCKOCTh XY.
IMpoekimss nOmMKHA MPEACTABIATH COOOH KOHEYHBIH Habop
3HaueHuil. Yepe3z mirockocth XY Kyba NpOXOIAT JIydd, H
Ka)XIOMy JIydy COOTBETCTBYET IHKCeNl Ha H300paxeHuu. Jlyuw
OTrpaHWuCHBI TepenHel W 3aaHel rpaHsMu Kyba. B mporecce
MOKCKA TOYKU MEPECEUCHHs Jyda U TMOBEPXHOCTH, KKIBIH JTyd
JENMUTCs BIOJAb OCH Z, o0Opa3ys Habop Bokceneil. Haiins
OmKaNIIyI0 K HaOMIOJATeNI0 TOUKY AU KaXKJOTO JIyda, MOXHO
BBIYHUCIUTh KoopauHaty Z. Jlamee B KaXIOM IHKCEle
BBIUHMCISIETCS. HOpMaib. MMes BCe KOOpPJMHATHI M HOpPMaJd B
Ka)XIOM IHKCEeNe, MOXXHO HCIIOJIb30BaTh MOJENb JIOKAIEHOTO
ocBeneHus. B nrore nomy4anTes n3o0pakeHue IiagKoro o0beKTa
C y4€TOM OCBEILCHHUS.

YMCeHbIIICHHE BPEMCHH Ha BU3YaJIHM3al[MI0 JIOCTUTACTCSA 3a CYET
3G (PEKTHBHOTO  HUCIOJIL30BAHUS  BBIYHUCIUTEIBHBIX  PECYPCOB
rpaduueckoro akceneparopa ¢ apxurekrypoi CUDA ot
komnanuu NVIDIA. Bosbiioe KoIU4ecTBO BBIYMCIUTEIBHBIX
MIPOLIECCOPOB MO3BOJIIET MapalIe]IbHO MPOBEPSTH MIEPECECUSHHUE C
00BEKTOM OJHOBPEMEHHO HECKOJBbKHX Jyded. ClenoBaTensHO,
Oy/leT TapajulelIbHO BBIYHCIATHCS JIOCTATOYHO OOJbINAsl YacTh

ky6a [22].

141



The 23rd International Conference on Computer Graphics and Vision

5. AHTEPAKTUBHOE MOOENIMPOBAHUE

I[O HEAAaBHETO BPEMEHU YAOBJIICTBOPUTCIBHBIC METOAbI CO30aHUs

(YHKIMOHANEHBIX ~ OOBEKTOB  OTCYTCTBOBAJIML. OOBEKTH
ONKCBHIBAIUCh BPYYHYI0O B TEKCTOBOM BHUJAE. OTa oOIepauus
ype3BblyaiiHO  Tpygoemka. Ilostomy — 3ajgaya  co3jnaHus

HHCTPYMEHTAIBHOH Cpefsl Ul PEeNaKTHPOBAHHS OOBEKTOB C
npuMeHeHHeM (QyHKIHHA BO3MYICHHS CTajla OY€Hb aKTyallbHOIL.
BBUTH Npe/IoKeHbI, pa3paboTaHbl M pEaTH30BaHbl CTPYKTYPHBIC H
ITOPUTMHUYECKUE PELICHUS [0 HMHTEPAaKTHBHOMY OOBEMHO-
OPHEHTHPOBAaHHOMY TreOMETPHYECKOMY MO/IETMPOBAHUIO
(GYHKIMOHANBHO 33laHHBIX OOBEKTOB Ha OCHOBE aHATMTHYECKUX
GyHKIMI BO3MYIICHHS, MO3BOJISIONINE IOJB30BATEIAM JIETKO U
OBICTPO CO3/1aBaTh, MOJCIUPOBATH U PEIAKTHPOBATH TPEXMEPHbIC
O0BEKTHI B  HMHTCPAKTHBHOM pexume. Ui  JTOCTHIKEHHS
[OCTaBJICHHOM  3amaun  ObUIO ClIeTIaHo clenyoee:
chopMyIUpOBaHbI TpeGoBaHHs K pa3pabaTsiBaeMOMY
porpaMMHOMY oOecIieueHnto; pa3paboTaH ¢GopMmaT XpaHEHHS
JaHHBIX B TaMATH; pa3pabOTaHbl M PEaJM30BaHbl AITOPUTMBI
paboThI ¢ (aillaMu U aNrOPUTMbI MOCTPOCHHMS CLICHBI U3 MaMSTH.
A Taxke, pa3paboTaH W pEATU30BaH AalTOPUTM JO0OaBICHHS
o0BeKTa B CIEHy; pa3pabdoTaH ¥ peaqn30BaH aNrOPUTM
HaXOKIEeHHS 00BEKTOB B CIIEHE; CO3/1aH HHTEP(EC K MporpaMMe.

B pe3yibTaTe Obuta pa3paboTana MHTEPAaKTUBHAS
WHCTpYMEHTaIbHAsl Cpefa, KOTOpas 3HAYMTEIBHO YIIPOIIAeT
MPOLIECC CO3AAHMS U PEJAKTUPOBAHUS (PYHKIIMOHAIBHO 3aJaHHBIX
00BEKTOB. Jns BU3YaIH3AIIH ObLT HCTIOBb30BaH
ONTHMHU3HPOBAHHBIA aITOPUTM MHOTOYPOBHEBOTO OTCIEKHUBAHUS
nmyded, KOTOpBIH ocymiecTBIsAeT 3()(EKTHBHBIA MOUCK TOYEK
MMOBEPXHOCTEH, y4acTBYIOUIMX B ()OPMHPOBAHHU H300paKEHHS.
Boin paspaboTtaHsl ¥ peann30BaHbl HEOOXOAUMBIE aITOPUTMBI H
C++ xIacchl Ui HHTEPAKTUBHOTO 0OBEMHO-OPUEHTUPOBAHHOTO
TEOMETPUIECKOTO MOJEIHPOBAHHA: AITOPHUTM PEKYPCHBHOTO
MHOTOYPOBHEBOTO OTCIEKUBAHHS Jiydell (ONTUMU3UPOBAHHBIH
QITOPUTM PEHJAEPUHra) CIEH, Ccoaepkamue (QyHKIHOHAIBHO
3aaHHbIC 00BEKTHI (BKITIOUAsT OpenGL 6ydepryio
COBMECTUMOCTb - IIBeT/TiayOnHa); C++ Kimacchl (GyHKIMOHAIBHO-
3agaHHBIX 00bekToB; C++ Kiaccel peHaepuHra (pyHKIHOHAIBHO
3aJaHHBIX 00BekTOB; C++ Kiaccel HHTepdelica CHCTEMBI
HMHTEPaKTUBHOTO 0OBEMHO-OPHEHTHPOBAHHOTO T'€OMETPUUECKOTO
MOJENUPOBAaHUS C  BO3MOXKHOCTBIO  TIPOCTOTO  MEXaHHM3Ma
pacIIUpeHus] HOBBIX aJlTOPUTMOB U XapAKTEPHCTHK.

OTH MepapXHYecKue KIacChl COCTAaBIAIOT SIPO MaKeTa, KOTOPBIH
MOXeET OBITh pacIIMpeH Ui J00aBIeHUs PYHKIMOHATBHOCTH WIN
U3MEHEHHUs XapaKTePUCTHK.

Jlpyrue 3agaun, BKJIIOYAIONIHE MPpeoOpa3oBaHKE MOTHIOHATBHBIX
00BeKTOB B (QYHKIMOHAJIbHBIE  MOJETHM M oOpaTHOe
npeoOpa3oBaHue (TpUAHTYIIALHIO), pa3paboTaHsl c
WCIIOJIb30BAHUEM JTHX KiaccoB. B nmanHoil paGore oHM He
paccMaTpHBaIOTCSI.

JUIi  MHTEpakTUBHOTO MOJEIHMPOBAHHMS HEOOXOAUMO OBLIO
PELINTH CIIeIYIONIHE 3aJaqH.

1) Peakuuio nporpaMmbl Ha COOBITUS OT MbILH (M,
COOTBETCTBEHHO, BEIOOp M MOAM(GHUIUPOBAHHE OOBEKTOB).
Heo0xoamMo yMeTh BBIACIATE 00BEKT (MM HECKOIBKO 00HEKTOB)
B CIEGHE M TPENOCTaBIATh IIOJB30BATENII0  BO3MOXKHOCTD
HpOAeNaTh ¢ HUM (C HUIMH) HEKOTOPBIE ONEPaliH.

2) Bsibop omneparyu — addunubie npeodpazoanus MRS
(move, rotate, scale), reoMerpuuecKue ONEpaldK MK
nedopmarus. lehopmanust COCTOUT B BO3MOXKHOCTH 100aBISTH B
m00yl0 TOYKY Ha IIOBEPXHOCTH BO3MYILICHHE C IapaMeTpaMi
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3a7aBaeMbIMU  uxHcmpymenmom. Hucmpymenm 3amaer o0nacTb
JeUCTBUST W BHUJ Bo3MylleHus. Jlias 3TOoro HeoOXoIumo
rpaduuecku IPEIOCTaBUTh HOJIB30BATEIIO HEKOTOPYIO
uHpopMarmioo (B TOM YHCIC BBIACISITH OOBEKT, HAMPHUMED,
uBeroMm, mwin ¢ nomorsio bounding box, pucosars ocu u T.11.).
Bcro OTpHCOBKY «ImoJiepKKu» pabOTHl C OHEparMsIMH JTydlle
npousBoguTh ¢ mnomombo OpenGL - g ckopoctu H
(YHKIMOHATBEHOCTH.

3) B03MOXHOCTH pabOTHI CO CIIUCKOM HHCTPYMEHTOB.

4)  3ammcek B (aily u 3arpy3Ka JiepeBa CLECHBL.

5) BO3MOXHOCTH  CO3/@HHsS HOBBIX TOIOB M HX
pacno3HaBaHusl.

Hwxe mokaszan nceBIOKOI anropuT™Ma 100aBICHUS BOSMYIIICHUS.

Setup temporary rendering context — camera matrix to restrict
drawing to a small region of the viewport around the center of
a picking region; clearing array of objects selected;

Render scene with RENDER_NAMES flag filling
CVxManipulator::m_setObj set by calling
VxDepthRende::PerformRender;

Sort objects in the CVxManipulator::m_setObj set

if the current design (manipulation) mode is
“deformation” or Ctrl is pressed and there is any
perturbation in the CVxManipulator::m_setObj set

remove all non-perturbation objects to
ensure that will change only existing
perturbations;

else  remove all perturbation objects from
CVxManipulator::m_setObj to ensure that will
change only existing ‘base’ objects;

remove any descendant objects (since they would be
altered automatically since their parents change).

Adroput™ 1: Anroput™ 106aBneHHs BO3MYILECHHUS.

[T - C:/Max Personal/SAMSUNG scenes/My Tests/Scencs/C... [I[a] 4 ||SEens e X
5 Fle Edt ¥iew Rendsr Help
[C:/Ma Personal/S AMSUNG scenes/y Tests/Scenes/Cubbbs st
0 Dane: 1,28 Stack obiect S luad
0 Scens time: .00 ¥ 8- \(MKUSBD :
(=] w0
M|S
i XY Z XY [ca = B ) Ve
B XY 2|0y el T P
e Al Qs | =wo
I g Valluan
LIRS ] | Ell VX - =G Villuadid
el Velusds
L Vusdif
144 N . P
Type: funion x| I lnver
Factor
~ Calar
R &l B[

e

Puc 1: ['maBHOE OKHO IPOTpaMMEL.

6. 3AKINIOYEHUE

K ocHoBHBIM JOCTOMHCTBAM IIperaracMbIX crocoba 3aaHus
00BEKTOB U METOZa UX BU3yaIM3alluH CICAYET OTHECTU IPOCTOTY
BBIYUCJICHUSA TOYCK TIOBEPXHOCTH. 3a;[aHHe 00BEKTOB
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MOBEPXHOCTSIMH cBOOOAHBIX (hopM coxpamiaeT B 100 u Goisee pas
omucanue 0a3 JAaHHBEIX IO CPaBHEHHIO C 33JaHHEM WX
MIOJIUTOHAMH.

Bpemst Bu3yanm3anmu 3aBHCHT OT CIIOXKHOCTH oObekra. Jlis
3aJaHusl  Ooliee  CIIOKHBIX OOBEKTOB TpelOyeTcs  Ooublie
Bo3MylieHHil.  [IpOM3BOJMTENBHOCTE  CHJIBHO  3aBHCHT  OT
CKOPOCTH paboThI TIaMSITH. TToatomy HaubonbLeit
HPOU3BOJUTEIFHOCTH MOXHO JOCTHYb IPH  HCIIOJIb30BaHUH
TOJIBKO PErHCTPOB rpaduueckoro akceaeparopa.

B Hacrosiiee BpeMs B CBS3M C pa3BUTHEM BBIYHCIHTEILHOM
TEXHHUKH YHCJICHHOE pELICHHE 3a4a4 TPEeXMEPHOH I'eOMETpHH,
TpeOyromux OOJBIINX BBIYUCIUTEIIBHBIX PECYPCOB, HAXOIHUT BCE
Gonbliice NPHUMEHEHHE B  pPEAIbHBIX MPUIOKEHHAX. OTO
MOJIC/IMPOBAaHUE JHUHAMHUKU TBEPIbIX U 1e(OPMUPYEMBIX Tel,
pelieHHe 3ajad B 00ONacTH  BBIYHCIUTENBHOH OHOJOTHH,
MOJICKYJIIPHOTO ~ MOJENUpPOBaHMA W T.0. KoMmmbloTepHOe
TPEXMEpHOE  TI'EOMETPHYECKOE  MOJEIHPOBAHHE  ITO3BOJISIET
MOJIYYUTh M HCCJIEOBATh T€OMETPUUCCKHE MapaMeTphl 00beKTa,
[POAHAIM3UPOBATh ~ MEXaHHYECKME  CBOMCTBA,  JAMHAMHKY
MOBEJICHUS M B3aMMOJCUCTBHS 00BEKTOB. MHOrooOpasue 3amad
reOMETPUYECKOTO  MOZAEIHpOBaHHA  TpeOyeT  pa3paboTku
9QQEKTUBHBIX ~ METOAOB W  aNTOPUTMOB  (OPMHUPOBAHHUS
KOMITBIOTCPHBIX ~ TPEXMEPHBIX ~ I'COMETPHYECKHX  Mojedeil,
CIOCOOHBIX obecneunTh BBICOKOKA4ECTBEHHYIO u
UHDOPMATHBHYIO  BH3yaJM3allMI0 B  pEaTbHOM  BPEMEHH,
UCIOJIb3Ys CTAaHIAPTHBIE COBPEMEHHBIE IIPOrPaMMHO-aIapaTHbIC
cpencrtsa. QDyHKIMOHAIBHOE 3aJaHWE OOBEKTOB OCOOEHHO
aKTyaJlbHO B psiJe 3aJa4 KOMIBIOTEPHON TrpaduKu, BKIIOYas
MOJICIMPOBAHHE  MSTKMX  WIM  OPraHMYeCKUX  OOBEKTOB,
TPEXMEPHOro MOpP(HHIa, ONPECICHUS CTOJKHOBCHUH O0OBEKTOB
1 KOHCTPYKTHUBHOH OyiouHON reomerpuu. OOnacTu mpUMEHEHHUS
(hyHKIMOHATBHO 3aJaHHBIX OOBEKTOB. MOJEKYJSIpHas OHOJOTHSA,
HWHTepaKTUBHbIE rpaduueckne cucrembl Busyanusauuu, CAD-
cuctembl, cuctemsl 3D-monenupoBanus, 3D BeO-Bu3yanu3aumsi,
CHCTEMBI IPOTOTUIIMPOBAHUA U T. [I.
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AHHOTauuA
JlanHast cTaThbs TOCBSIIEHA pa3paboTke 00BEKTHO-
OpHeHTHpOBaHHOﬁ KOMHBIOTepHOﬁ MOJICIIN NOCTPOCHUA

(GOTOpeaTMCTHYHBIX H300pKEHNI TeOMETPHUUECK U ONTHYECKH
CJIOXKHBIX ClieH. B paboTe mpoBoanTcst kimaccudukanust 00beKTOB
CIEeHBl W  TpeajaraeTcsi yHHBEPCAJIbHBIA  IPOrPaMMHBII
uHTepQeic, OCTaTOUHBIA ULl  HpPOBEACHHS  (DUHUESCKH
KOPPEKTHBIX CBETOTEXHMYECKUX BBIYMCICHUM M IOCTPOCHHIH
(doTopeamucTHUHBIX H300paxkeHnd. Kpome Toro, mepapxudeckas
MOZeNb 00BEKTOB CLEHBI ¥ ONTHYECKHX 3JIEMEHTOB IT03BOJISIET Ha
YPOBHE CTOXaCTHYECKOTO JIy4€BOIO MOJEIMPOBAHHS CTPOHUTH
reoMEeTpUYeCKUe M ONTUYECKHE MOJENU IPaKTU4YEeCKUd He
OTpaHUUYEHHOM CIIOXKHOCTH. B kauecTBe npumepa MIpUBOIUTCA
pe3yipTaT MOAENHMPOBaHUS U300pakeHUs, HAOIOJaeMOro Ha
KHUAKOKPUCTAJUTMYECKOM JIUCIIee aBTOMOOWJIS TIPH  Pa3sHBIX
YCIIOBUSIX BHEIIHETO OCBELICHUS.

Knrouesvie cnosa: Cyena, o6vexm cyenvt, ONmuyeckutl I1emMeHm,
npocpamMMHbLIL umepghelic, peHoepuH2, CMoXAcmuyeckoe i1yuesoe
MoOenuposane, pomopearucmuiHoe u300paxicerue.

1. BBEAEHUE

Pemenne 3amaum  mocTtpoeHus — (QU3MYECKH  KOPPEKTHOTO
N300paKeHNsT BKIIIOYaeT B ce0s J1Ba OCHOBHBIX IPOrPaMMHO-
METOJMYECKHX KOMIIOHEHTa. Bo-TIepBBIX, 3TO METOAMYECKHE,
ITOPUTMHYECKHE ¥ ITPOTrPaMMHBIE MOJIEITH TPACCUPOBKH JIydeH
MOCTPOCHUSI M300paKEHUSI CLEH C HOTEHIUAIBHO CIOXKHBIMH
KOMITOHEHTaMH. Bo-BTOpEIX, 9TO METOJUIECKHE,
ITOPUTMHYECKHE M TPOTPaMMHBIE MOJAENTH OOBEKTOB CIICHBI,
HCTIOJIb3yeMbIe B IIPOTPAMMHBIX AJITOPHUTMAX TPACCHPOBKH JIydei
W pCIISHUSIX YpaBHEHUS pEHIEpPUHra, TO ecTh 0a30BbIe
KOMIIOHEHTBl ~ Mojzenu  pengepunra. OO0a  mporpaMMHBIX
KOMIIOHEHTa JIOJDKHBI o0ecTieynBaTh YQQEKTUBHYIO U HU3HIESCKH
KOPPEKTHYIO TPACCHPOBKY JIyuel B CLIEHaX, COJEPIKALINX AECITKH
U COTHM MHJUIMOHOB T'€OMETPHUYECKHX OOBEKTOB, JIOMYCKAIOIIHX
CJIOXKHBIE YCIIOBHSI OCBELICHHS 1 HMEIOIINX CIOKHbIE OITHYECKUE
CBOMCTBAa, TakWe KaK  JIByHalpaBJIeHHOE  paccerBaHME,
HOJIIPU3ALIMOHHOE ~ pacceMBaHWe, OOBEMHOE  PacCeUBaHHE,
JIBOMHOE JIy4eTIpeIOMIICHUE U T.II.

Onnako 3¢ GeKTUBHOCTh U (prU3nUecKasi KOPPEKTHOCTh MOJCICH
OTAENBHBIX MPOTrPaMMHBIX KOMIIOHEHTOB pEHIEpHUHra He
rapaHTUPyeT  BBICOKYIO  9(GQEKTHBHOCTb M  (U3HUECKYIO
KOPPEKTHOCTh OOIIell NMporpaMMHON peanu3aludl peHAEpUHTa.
OO0s3aTenbHBIM  yCIIOBHEM 00IIeil BBICOKOH 3 (dekTuBHOCTH H
bu3ndecKoi AKKypaTHOCTH peHaepuHra SIBIISICTCS
COTJIaCOBAaHHOCTh MPOTPaMMHBIX HMHTep(deiicoB BCeX OOBEKTOB,
Gbopmupyronx oOmuii mporpaMMHbBIH TPoAyKT. OTCyTCTBHE
COTJIACOBAaHHOCTH MOXKET IPUBECTH K TMOTepe (PHU3NUECKOi
KOppekTHOCTH Wik 3¢ dexTuBHOCTH BhIUMCIeHui. Hampumep,
€CIIM MOJIENIb PAacCeHBAHMsI CBETa HAa MOBEPXHOCTH 00ECIevnBaeT
bu3ndecku KOpPPEKTHOE CIEKTPaAJIbHO-TIOJIIPU3ALHOHHOE
npeoOpa3zoBaHue U3ITyUYCHHs, a IPOrpaMMa TPACCUPOBKH Jydel He
HO3BOJIAET MepeaTh COCTOSHUE IMOJSIPU3AIMN CBETa OT OJHOTO
00BeKTa CIEHBI [0 ApPYroro, To (u3MyYecKas KOPPEKTHOCTb
MO/IEJIY JAHHOTO 00BEKTa MPOCTO TEPSETCSL.
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[IpaBuipHOE TPOEKTUPOBAHME MPOrPaMMHBIX HHTEpdeiicoB
JOJDKHO YYHUTBIBATH CIOXKHYIO (PU3MUECKYI0 OPTaHU3ALHUIO CLEHBI.
CueHa  MOXeT  coxepxaTb  OOBCKTBI, OpraHM3auus u
MpOrpaMMHBIN HHTEpGEeHC KOTOPBIX OTINYAETCS OT OPraHU3alUH
OCHOBHBIX OOBEKTOB CIIEHBL. JTO TaK Ha3bIBAEMBIC ONTHUYECKHUE
anmeMeHTHl [6], KOTOpble IS CLEHBI SIBISIOTCS — «YEPHBIM
AMAKOM», BHIUMBIM TOJIBKO MOCPEICTBOM OIPEAEICHHOTO
nporpaMMHoOro uHTepdeiica.

Jlannas paboTa OpHEHTHpOBaHAa TIJIaBHBIM 0OOpa3oM Ha
NPOCKTHPOBAHUE IPOTPAMMHBIX HHTEP(EHCOB, CBS3aHHBIX C
BBIUHMCIIUTEIBHOM YacThio, OCTaBIssl 3a KaJpoM BOIPOCHI,
CBA3aHHbIE C IOATOTOBKOH, XpaHEHHEM M TpaUuecKuM
NpEICTAaBICHHEM J@HHBIX B II0JB30BaTeNbCKOM HHTepdeiice.
Kpome TOro, BOIpOCH MOJNAPH3ALMH  (IOJSIPU3ALHOHHOTO
pacceMBaHHsS M paclpOCTPaHEHHMs CBETa) pPACCMATPUBAKOTCS
TOJIBKO IS NPSIMOM TPACCHUPOBKH JIy4eil (OT MCTOYHHKA CBETA 0
n300paKeHNs).

2. NPUMEHEHME OBYHAMPABJIEHHOW
CTOXACTUYECKOM TPACCUPOBKU NYYEN ANA
PELWWEHUA YPABHEHUA PEHOEPUHIA

Pa3pabotka mporpaMMHBIX HHTep(heHCOB peHIepHHra I0JDKHA
6a3upoBaThCsi Ha BHIOPAHHOM IIOJXOJE pEIICHUS YpaBHEHUS
peHIepUHra. YpaBHEHHE pEHAEPHUHIa OIpeAeiseT SpKoCTb B
HAINpaBJICHUH HAOJIIO/ICHNs] KaKk CyMMYy COOCTBEHHOH SIPKOCTH
HaOllfoaeMoro O0OBEKTa W SIPKOCTH, PAacCesIHHOM JTaHHBIM
00beKTOM B HampaBieHMH Ha