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Preface

Dear Participant, We would like to welcome you at GraphiCon’2011, a major international con-
ference on Computer Graphics, Computer Vision, Image and Video processing in Russia. Following
well established traditions, the 21st event will be hosted by Lomonosov Moscow State University
on September 26-30, 2011.

This year we have a great program consisting of scientific papers, carefully selected by Inter-
national Program Committee for oral and poster presentations and young scientist school. The
International Program Committee was formed of 64 members representing 11 countries all over the
world. Being top experts in the respective areas, all of them have done a tremendous job reviewing
on average 4 papers out of 81 submitted. We express thanks to the committee members, who
served at considerable personal sacrifice and with impressive collective wisdom. The final decision
was based on at least two reviews of each manuscript and ended up with 46 works selected for oral
presentation. Also we have decided to organize a young scientist school, where 17 papers will be
presented as posters.

Keeping traditions, this year GraphiCon has not only scientific, but also extensive educational
program consisting of 2 full-day tutorials and workshops for both undergraduate and PhD students,
researchers and engineers of various companies that are interested in computer graphics topics.

We would like to thank our sponsors, volunteers organized by CS MSU Graphics and Media
Lab, and everyone who made this event happen.

We do hope you will enjoy the conference,
Maxim Mizotin, on behalf of GraphiCon’2011 Organizing Committee
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Abstract

This paper presents a novel approach for depth map estimation
from a single image using information about edge blur. The blur
amount at the edge is calculated from the gradient magnitude ratio
of the input and re-blurred images. The final depth map can be
obtained by propagating estimated information from the edges to
the entire image using cross-bilateral filtering. Experimental
results for real images and video sequences demonstrate the
effectiveness of this method in providing a plausible depth map
for 2D-to-3D conversion that generates comfortable stereo
viewing.

Keywords: Image Processing, Depth Map, Defocus Blur, Cross-
bilateral Filtering.

1. INTRODUCTION

3D images and videos have become more and more popular in
everyday life, but the process of making 3D content is still very
complicated and expensive. Many techniques for automatic 2D-
to-3D conversion, and depth map estimation from 2D image
sources plays an important role in this process.

Depth can be recovered either from binocular cues, such as stereo
correspondence, or monocular cues, such as shading, perspective
distortion, motion and texture. Conventional methods of depth
map estimation have relied on multiple images, video sequences,
calibrated cameras or specific scenes, or a huge training database.
Stereo vision [3] measures disparities between a pair of images of
the same scene taken from two different viewpoints, and it uses
these disparities to recover the depth map. Shape from shading [4]
offers another method for monocular depth reconstruction, but it
is difficult to apply to scenes that do not have fairly uniform color
and texture. Saxena et al. [2] presented an algorithm for
estimating the depth map from numerous monocular image
features using MRF modeling and a training database. The
proposed algorithm in this paper focuses on a more challenging
problem: recovering depth from a single defocused image
captured by an uncalibrated camera without any prior information.

2. DEPTH ESTIMATION

The main part of the proposed algorithm is blur estimation at the
edges and proper depth propagation from the edges to the entire
image.

2.1 Defocus blur model

To estimate a blur value, the defocus blur model and special blur
estimation method were introduced in [5].

Assume that the ideal edge is the step function f(x) (Fig. 1(a)) with
the jump at x = 0:

-1,x<0

1,x=>0

ulx) = {

12

f(x) =Au(x) +B
Here, A and B is the amplitude and offset of the edge,
respectively.

The blurred edge is the function i(x) (Fig. 1(b)), which is the
convolution of f(x) and g(x,0) where the latter is a Gaussian
function with an unknown parameter o.

i) = fO) ® glx,0) = J F(g(t - D)dr

y y

t X ___/ t X
_ L .4+B - _

(a) (b)

Figure 1: (a) ldeal edge function f(x).
(b) Blurred edge function i(x).

2.2 Blur value estimation

A blurred edge with unknown parameter o is re-blurred using a
Gaussian function with a known parameter ;.

i (x) = i(x) & g(x,01)
Consider the gradient magnitude of iy(x):

Vi, (x) = V(i(x) ® g(x, 01)) =
=V (((Au(x) +B)® g(x, a)) ® glx, 01)) =
A P

-_ = 6_2(62+612)

2

V2m(o? + 0?)
The gradient magnitude ratio of the re-blurred edge and the
original edge is the function B;(x).

. 2 X X
Y _ |_9° e aeran
Vi(x) a2+ o

2 2

Bi(x) =

The maximum of the function is at the edge location (x = 0):

Vi1 (0) _ o2

B:(0) = =
) 0% + o2

This function depends only on blur parameters, and the unknown
o can be estimated from the gradient magnitude ratio:

g1

7= /Bl?(o)—1.

GraphiCon’2011



(a) ® ©

Figure 2: (a) Blurred edge i(x) and re-blurred edge i;(x).
(b) Gradient magnitudes of i(x) and i;(x).
(c) Gradient magnitude ratio function B;(x).

2.3 Blur value filtering

Blur values are estimated for each point of the image’s edge mask.
Assuming the entire scene in the image is beyond the camera’s
focal plane, the depth at the edges can be measured by the
estimated parameter o, forming a sparse map Dy(X,y) and the mask
of points with known depth values Mask,. Because of noise in the
image and inaccuracies in edge detection, however, the estimate
of the sparse depth map Dg(X,y) may contain some errors. To
avoid such estimation errors, several prefiltering techniques are
proposed.

The first step of filtration is outlier removal. Points with rare
depth values relative to the depth value histogram are excluded
from Dy and Mask, (Fig. 3, row 1 and 2).

The second step is median filtering of Dy according to mask and
color difference. Figure 3 illustrates the result of median filtering;
following noise reduction, two main depth profiles appeared.

500) Number Of Pixels Original Histogram

-| hhh...“ s
004 235

Number Of Pixels

000 Depth value (parameter o) 235
Histogram after Median Filtering

Depth value (parameter o)

g

Histogram after Outlier Excluding

g

Number Of Pixels

000 Depth value (parameter o) 235

Figure 3: Histograms of depth values in sparse depth map.
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2.4 Depth Propagation

The next important step in depth estimation is correct propagation
of the blur information from the edges to the entire image. To
achieve this, iterative cross-bilateral mask-oriented filtering was
used:

Di(xJ y) =
1 (’f—f)2+(23’—5)2 (l(x.y)—;(f-ts)2
=5 Di1 (7,8 207 207 drds
210,09 N J]- i-1(t, 8)e T
QnMask;_,

where Dji(x,y) is the depth map estimated at the iteration i of the
propagation process, Mask; is the propagated region mask, a5 and
o, are spatial and color weights respectively and N is the
normalization factor.

3. FINAL DEPTH MAP

The final depth map of the image is obtained from the propagated
depth map. Following the sky detection process, the sky region is
defined as the most distant area of the scene. The refined depth
map is then filtered using cross-bilateral filtering.

3.1 Sky detection

To achieve more-accurate depth maps for outdoor scenes, a sky
detection algorithm is introduced (Fig. 4). This algorithm is based
on color segmentation of potential sky areas in HSV color space.

Figure 4: Original image and detected sky region.

The sky region is assumed to be in the upper area of the image, so
the method recursively propagates the sky region from the
image’s upper edge. If a pixel color corresponds to a comparison
criterion, the method marks it as a sky pixel and then checks the
neighboring pixels. The algorithm stops if the current pixel
doesn’t correspond to the color criterion or if a color difference
between the current and previous pixels exceeds a constant
threshold.

The color criterion used here was chosen empirically and consists
of three parts:

13
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Figure 6: Comparison of proposed method (column 3) and [5] (column 2).
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1. WV(x,y) > 075N (S(xy) <0.2)
to detect light tones in the sky

2. (V(x,y) > 0.75) n(H(x,y) < 0.01)
to detect grey tones in the sky

3. W(l,y)> 03) n(H(x,y) >04)n (H(x,y) < 0.8)
to detect blue, orange and yellow tones in the sky

4. RESULTS

In this work the Canny edge detection algorithm [1] was used and
was tuned for uniform estimation of edges with different
magnitudes.

The parameter o, for re-blurring was set to o, = 0.5. The estimated
blur value at the edge location is then filtered using median
filtering with a radius of 4 and using outlier exclusion according
to histogram values.

For bilateral propagation, the parameters were set to o5 = 10 and
o, =7, and Q was defined as a circle of radius 30.

Figure 5: Source images (column 1) and estimated depth maps
(column 2) using proposed method.

Figure 5 shows the results of the algorithm for real images. Rows
1 and 3 illustrates that the proposed method preserves all thin
details of the source image, providing a correct depth map.

In figure 6 the proposed algorithm was compared with that of [5],
which produced a coarse layered depth map with some layers not
corresponding well to edges in the source image. By contrast, the
results of the proposed algorithm are more accurate, continuous
and detailed, all while preserving object boundaries.

5. CONCLUSION

This paper presents a novel approach for depth map estimation
from a single image. The blur amount is calculated from the

Russia, Moscow, September 26-30, 2011
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gradient magnitude ratio of the re-blurred and original images. A
final depth map is then obtained using iterative cross-bilateral
mask-oriented filtering. The proposed technique generates
plausible depth maps that can be more accurate than those
produced by existing methods.
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Abstract

In this paper, we present a new perspective to quantify the informa-
tion associated with a viewpoint. The starting point is twofold: a
visibility channel between a set of viewpoints and the polygons of
an object, and two specific information measures introduced respec-
tively by DeWeese and Meister (1999) and Butts (2003) to evalu-
ate the significance of stimuli and responses in the neural code. In
our approach, these information measures are applied to the visi-
bility channel in order to quantify the information associated with
each viewpoint and are compared with both viewpoint entropy and
viewpoint mutual information. A number of experiments show the
behavior of the proposed measures in best view selection.

Keywords: Viewpoint selection, Mutual information, Specific in-
formation.

1. INTRODUCTION

In computer graphics, several viewpoint quality measures, such as
viewpoint entropy and viewpoint mutual information, have been
applied in areas such as best view selection for polygonal mod-
els [1, 2], scene exploration [3], and volume visualization [4, 5].
Best view selection is also a fundamental task in object recogni-
tion. Many works have demonstrated that the recognition process
is view-dependent [6, 7, 8]. On the one hand, Tarr et al. [7] found
that “visual recognition may be explained by a view-based theory
in which viewpoint-specific representations encode both quantita-
tive and qualitative features”. On the other hand, Palmer et al. [6]
and Blanz et al. [8] have presented different experiments demon-
strating that observers prefer views (called canonical views) that
avoid occlusions and that are off-axis (such as a three-quarter view-
point), salient (the most significant characteristics of an object are
visible), stable, and with a large number of visible surfaces.

In this paper, we propose two new viewpoint quality measures
that are respectively derived from two different decompositions
of mutual information proposed by DeWeese and Meister [9] and
Butts [10] in the field of neural systems to quantify the information
associated with stimuli and responses. First, we set an information
channel between a set of viewpoints and the polygons of an object,
and, then, we use those information measures to calculate the infor-
mation associated with a viewpoint. Experimental results show the
performance of these information measures to evaluate the quality
of a viewpoint. This paper is organized as follows. In Section 2, we
present the most basic information-theoretic measures and different
decompositions of mutual information that are applied to quantify-
ing the information associated with stimuli and responses. In Sec-
tion 3, two new viewpoint information measures are presented. In
Section 4, experimental results show the behavior of the proposed
measures to select the best views. Finally, in Section 5, our conclu-
sions and future work are presented.

*This work has been funded in part by grant number TIN2010-21089-
C03-01 of Spanish Government and grant number 2009-SGR-643 of Gen-
eralitat de Catalunya (Catalan Government).
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2. INFORMATION THEORY TOOLS

In this section, we present the most basic information measures and
also three different ways of decomposing the mutual information
between two random variables.

2.1 Basic Information Measures

Let X be a random variable with alphabet 2" and probability dis-
tribution {p(x)}, where p(x) = Pr{X =x} and x € 2. Likewise,
let Y be a random variable taking values y in . A communication
channel X — Y between two random variables (input X and output
Y) is characterized by a probability transition matrix (composed of
conditional probabilities) which determines the output distribution
given the input distribution [11].

The Shannon entropy H(X) of a random variable X is defined by

H(X)=— Zyp(x)logp(x). (1)

Entropy measures the average uncertainty of a random variable X.
All logarithms are base 2 and entropy is expressed in bits. The
convention that 0log0 = 0 is used. The conditional entropy H (Y |X)
is defined by

H(Y[X) =) p()H(Y]x), @)

xeZ

where p(y|x) = Pr[Y = y|X = x] is the conditional probability and
H(Y|x) = =Y ca p(ylx)log p(y|x) expresses the uncertainty of ¥
given x. H(Y|X) measures the average uncertainty associated with
Y if we know the outcome of X, and H(X) > H(X|Y) > 0.

The mutual information 1(X;Y) between X and Y is defined by

IX:Y)=HY)-H{Y[X)= Y p(x) ¥ plx)log pO)
xe& ye¥ p(y)

. (3

Mutual information expresses the shared information or depen-
dence between X and Y. That is, mutual information expresses how
much the knowledge of Y decreases the uncertainty of X, or vice
versa. It can be seen that /(X;Y) =1(Y;X) > 0. If X and ¥ are
independent, then I(X;Y) = 0.

2.2 Decomposition of Mutual Information

Given a communication channel X — Y, mutual information can be
decomposed in different ways to obtain the information associated
with a state in 2" or %. Next, we present different definitions of
information that have been analyzed in the field of neural systems to
investigate the significance associated to stimuli and responses [9,
10].

For random variables S and R, representing an ensemble of stimuli
. and a set of responses %, respectively, mutual information (see
Equation 3) is given by

I(S;R) = H(R)—H(R|S) )
== \) r|s) 1o p(r‘S)
= s;ﬁp(drép( |s)log o0 )
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where p(r|s) is the conditional probability of value r known value
s, and p(S) = {p(s)} and p(R) = {p(r)} are the marginal proba-
bility distributions of the input and output variables of the channel,
respectively. Note that capital letters S and R as arguments of p(.)
are used to denote probability distributions.

To quantify the information associated to each stimulus or response,
I(S;R) can be decomposed as

I(S;R) = Y p(s)I(s:R) (6)
se.

= Y p(nI(S:r), ©)
re#

where I(s;R) and I(r;S) represent, respectively, the information as-
sociated to stimulus s and response r. Thus, I(S;R) can be seen
as a weighted average over individual contributions from particu-
lar stimuli or particular responses. The definition of the contribu-
tion I(s;R) or I(S;r) can be performed in multiple ways, but we
present here the three most basic definitions denoted by 1y, 1> [9],
and 73 [10].

Given a stimulus s, three information measures that fulfill (6) are:

e The surprise I} can be directly derived from (5), taking the
contribution of a single stimulus to /(S;R):

I(s:R)= Y p(rls)log ”If(’l”;) @®)
re#®

This measure expresses the surprise about R from observing
s. It can be shown that /; is the only positive decomposition
of I(S;R) [9]. This positivity can be proven by the fact that
I (s;R) is the Kullback-Leibler distance [11] between p(R|s)
and p(R).

o The specific information I [9] can be derived from (4), taking
the contribution of a single stimulus to /(S; R):

L(s;R) = H(R)—H(R|s) )
= - %p(r)logp(r)Jr %p(VIS)logp(rIS)

This measure expresses the change in uncertainty about R
when s is observed. Note that I, can take negative values.
This means that certain observations s do increase our uncer-
tainty about the state of the variable R.

o The stimulus-specific information Iz (see [10] for a proof):

L(s;iR) =Y p(rls)L(S:r). (10)
re#®

A large value of I3(s; R) means that the states of R associated
with s are very informative in the sense of L(S;r). That is,
the most informative input values s are those that are related
to the most informative output values r.

Similar to the above definitions for a stimulus s, the information as-
sociated to a response r could be defined. In the next sections, these
information measures will be studied with more detail in the context
of a communication channel between viewpoints and polygons.

The properties of positivity and additivity of these measures have
been studied in [9, 10]. A measure is additive when the informa-
tion obtained about X from two observations, y € % and z € %, is
equal to that obtained from y plus that obtained from z when y is
known. While /7 is always positive and non-additive, I, can take
negative values but is additive, and /3 can take negative values and
is non additive. Because of the additivity property, DeWeese and
Meister [9] prefer I, against /] since they consider that additivity is
a fundamental property of any information measure.
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3. VIEWPOINT QUALITY MEASURES

In this section, we present the main elements of the communica-
tion channel between viewpoints and polygons, and then we define
the viewpoint information measures derived from the measures pre-
sented in Section 2.2.

3.1 Visibility Channel

In this section, we review the elements of an information channel
between a set of viewpoints and the set of polygons of an object.

In [2], a viewpoint selection framework was proposed from an in-
formation channel V — Z between the random variables V (input)
and Z (output), which represent, respectively, a set of viewpoints ¥
and the set of polygons 2 of an object. This channel is defined by
a conditional probability matrix obtained from the projected areas
of polygons at each viewpoint and can be interpreted as a visibility
channel where the conditional probabilities represent the probabil-
ity of seeing a determined polygon from a given viewpoint. View-
points are indexed by v and polygons by z. The three basic elements
of the visibility channel are:

e Conditional probability matrix p(Z|V'), where each element

a:(v)

p(z[v) = =7 is defined by the normalized projected area of
polygon z over the sphere of directions centered at viewpoint
v, az(v) is the projected area of polygon z at viewpoint v, and
a; is the total projected area of all polygons over the sphere of
directions. Conditional probabilities fulfil ¥ c » p(z|v) = 1.
The background is not taken into account.

e Input distribution p(V), which represents the probability of
selecting each viewpoint, is obtained from the normalization
of the projected area of the object at each viewpoint. The input
distribution can be interpreted as the importance assigned to
each viewpoint v.

e Output distribution p(Z), given by p(z) = Y,ey p(v)p(z|v),
which represents the average projected area of polygon z.

From this visibility channel, different measures of viewpoint qual-
ity, such as viewpoint entropy [1] and viewpoint mutual informa-
tion [2], have been defined in the past.

3.2 Viewpoint Information Measures

In this section, the information measures /1, I, and /3 presented in
Section 2.2. are applied to the above visibility channel. Although
this perspective of analyzing the viewpoint quality is new, it is im-
portant to note that /; is equivalent to viewpoint mutual informa-
tion [2] and I, has a close relationship with viewpoint entropy [1].

Given the visibility channel V — Z, the viewpoint information is
defined in the following three alternative ways:

e From (8), the viewpoint information I of a viewpoint v is
defined as

o Mg PEM)
Il(v,Z)—zgzp(d )log EER 1)

Observe that /| coincides with the viewpoint mutual informa-
tion defined in [2]. The lowest value of I (i.e., I;(v;Z) = 0)
would be obtained when p(Z|v) = p(Z). This means that the
distribution of projected areas at a given viewpoint (p(Z|v))
would coincide with the average distribution of projected ar-
eas from all viewpoints (p(Z)). In this case, the view is con-
sidered maximally representative. Thus, while the most sur-
prising views correspond to the highest /; values, the most
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representative ones correspond to the lowest /; values. The
best viewpoint is defined as the one that has the lowest value
of I (i.e., maximum representativeness).

e From (9), the viewpoint information I of a viewpoint v is

defined as
L(v;Z) = H(Z)—H(Zp) (12)
= =Y p@logp(z)+ Y plzlv)logp(zly).
eZ €

While the highest value of /, would correspond to a view-
point that could only see one polygon, the lowest value of I,
would be obtained if a viewpoint could see all polygons with
the same projected area. In this case, the view is maximally
diverse. The best viewpoint is defined as the one that has the
lowest value of I (i.e., maximum diversity).

Specific information L (v;Z) is closely related to viewpoint
entropy, defined as H(Z|v) [1, 2], since ,(v;Z) = H(Z) —
H(Z|v). As H(Z) is constant for a given mesh resolution,
I (v;Z) and viewpoint entropy will essentially have the same
behavior in viewpoint selection because the highest value of
I (v;Z) corresponds to the lowest value of viewpoint entropy,
and vice versa. An important drawback of viewpoint entropy
is that it goes to infinity for finer and finer resolutions of the
mesh (see [2]), while I, presents a more stable behavior due
to the normalizing effect of H(Z) in (12). The advantage of I,
against viewpoint entropy could be appreciated in areas such
as object recognition and mesh simplification. In the first case,
the stable behavior of I would enable us to compare the ob-
tained values for objects with different mesh resolutions and,
in the second case, I, would take into account the variation of
H(Z) in the simplification process.

e From (10), the viewpoint information I3 of a viewpoint v is

defined as

L(v:z)= Y, p(v)L(V:2), (13)
€
where L (V;z) is the specific information of polygon z given
by
L(Viz) = H(V)-H(V]2) (14)
= =) plogp(v)+ Y p(vlz)logp(v]z).
vey vey

A high value of I3(v; Z) means that the polygons seen by v are
very informative in the sense of I, (V; z). The most informative
viewpoints are considered as the best views and correspond
to the viewpoints that see the highest number of maximally
informative polygons.

As we have seen above, I (x;Y), L(x;Y), and I3(x;Y) represent
three different ways of quantifying the information associated with
a viewpoint v. Observe that we consider that the best views corre-
spond to the lowest values of /; and /,, and the highest values of
I3; and the contrary for the worst views. That is, the goodness of
a viewpoint is associated with its representativeness (minimum /1),
diversity (minimum /), and informativeness (maximum /3). The
word ‘informativeness’ is used here to express the capability of I3
to capture information from the polygons of the object. Another
aspect to take into account is that the concept of ‘best’ or ‘worst’ is
relative to the objective we pursue. Thus, for instance, the ‘worst’
view in the sense of I, could be used to select the view with the
lowest diversity, such as the one that better shows the structure of a
molecule (see [12]).
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| Number of polygons | Computational cost |

Coffee cup 10732 3526 ms
Horse 43571 3650 ms
Ship 48811 3822 ms
Lady of Elche 51978 3946 ms

Table 1: Number of polygons of the models used and computa-
tional cost of the preprocess step for each model in miliseconds.

4. RESULTS

In this section, the behavior of I}, I, and I3 is analyzed. To calcu-
late these measures, we need to obtain the projected area of every
poligon for every viewpoint, and these areas will enable us to ob-
tain the probabilities of the visibility channel (p(V), p(Z|V), and
p(Z)). In this paper, all measures have been computed without
taking into account the background, and using a projection reso-
lution of 640 x 480. In our experiments, all the objects are centered
in a sphere of 642 viewpoints built from the recursive discretisa-
tion of an icosahedron and the camera is looking at the center of
this sphere. To obtain the viewpoint sphere, the smallest bound-
ing sphere of the model is obtained and, then, the viewpoint sphere
adopts the same center as the bounding sphere and a radius three
times the radius of the bounding sphere.

In Table 1 we show the number of polygons of the models used
in this section and the cost of the preprocess step, i.e., the cost of
computing the projected areas a;(v) and a;. To show the behavior
of the measures, the sphere of viewpoints is represented by a color
map, where red and blue colors correspond respectively to the best
and worst views. Remember that a good viewpoint corresponds to
a low value of /; and I, and to high value of /3. Our tests were run
on a Intel® Core™ i5 430M 2.27GHz machine with 4 GB RAM
and an ATI Mobility Radeon™ HD 5470 with 512 MB.

To evaluate the performance of the viewpoint quality measures, four
models have been used: a coffee cup, a horse, the Lady of Elche,
and a ship. Figure 1 has been organized as follows. Rows (i),
(iii) and (v) show, respectively, the best (columns (a-d)) and worst
(columns (e-h)) views corresponding to /1, I, and /3, and rows (ii),
(iv), and (vi) show the viewpoint spheres corresponding to the views
shown in rows (i), (iii) and (v), respectively.

While the best views selected by I} show a global view of the ob-
ject, the best views obtained by /I, capture the maximum number
of polygons in a balanced way (i.e., with a similar projected area).
This means that /, has a high dependence of the resolution of the
mesh, trying to see the areas with a finer discretization. On the con-
trary, it has been shown in [2] that /; is very robust with respect
to the variation of the mesh resolution. The behavior of I3 is very
different of the one of /] and I, because the view with maximum /3
tries to see the most informative polygons, that in general are placed
in the most occluded, salient, and complex areas of the object. To
better appreciate the behavior of /3, the best and worst views (see
row(v)) show the degree of informativeness of each polygon using a
thermal scale, from blue (minimum information) to red (maximum
information). Thus, it can be easily seen how I3 selects the views
with the highest informativeness. It is also important to note that a
similar view can be considered as the best for one measure and the
worst for another. See for instance the best and worst view of the
coffee cup for I and I;, respectively (Figures 1(iii.b) and 1(i.f)),
and the best and worst view of the horse for I3 and I}, respectively
(Figures 1(v.c) and 1(i.g)).

5. CONCLUSIONS
In this paper, we have presented a new perspective based on the de-

composition of mutual information to study the quality of a view-
point. Two measures of specific information introduced in the field

GraphiCon’2011



S1: Selected talks

Worst views

Best views

(i.a) >i.b) (.c)
=
£
B (ii.a) (>ii.b) (ii.c)
S]

(iii.a)
3
C%‘ _
a

(iv.a)

(v.a) (v.d)
=
5 ~
') ] =
" (vi.a) (vi.i)) (vi.c) (vi.d)

[]

(iii.e)

(iv.e)
(v.e) .f) (v.g) (v.h)
(vi.e) (vi.f) (vi.g) (vi.h)

Figure 1: Rows (i), (iii), and (v) show, respectively, the best (a-d) and the worst (e-h) views of four models, obtained with I}, />, and I3. Rows
(ii), (iv), and (vi) show, respectively, the viewpoint spheres corresponding to the views shown in rows (i), (iii), and (v).

of neural systems have been adapted to quantify the information
associated with a viewpoint. These measures have been compared
with viewpoint entropy and viewpoint mutual information, and dif-
ferent experiments have shown their performance in best view se-
lection. The concepts of surprise, diversity, and informativeness
associated with a viewpoint have been also discussed. Further re-
search will be done to analyze the use of the new measures to select
N best views, to explore a scene, and to compute the information
associated with the polygons of an object.
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Abstract

Flowers have quite an intricate structure consisting of numerous
components which, in turn, have an enormous variety of shapes.
Therefore, it is not an easy task for computer graphics to simulate
such kind of natural phenomena. We propose in this paper an appli-
cation of the 3Gmap L-systems to flower modeling by growth sim-
ulation. Our approach combines L-systems grammar writing with
interactive control of parameter settings. The L-systems are used
for creating the entire model, with stems,stamens, petals, leaves,
etc., by simply operating with 3Gmap volumes. The presented con-
tributions will make the task of a user more obvious and intuitive
enabling her/him to create more accurate models. Moreover the
way the model is built allows us to take into account its internal
structure. As the flower tissue is non-homogeneous, the possibil-
ity of obtaining its internal composition could be quite useful for
rendering, allowing for instance to render more accurate subsurface
scattering.

Keywords: Geometric volume modeling, L-Systems, Natural phe-
nomena, Flower modeling.

1. INTRODUCTION

Men’s habitat is a green carpet of plants covering our earth. And the
most impressive among them are flowers. But besides its enchanted
beauty they have quite intricate structure consisting of numerous
components which, in its turn, have an enormous variety of shapes.
Therefore, it is not an easy task for computer graphics to simulate
such kind of natural phenomena.

We can distinguish two different approaches to flower simulation.
The first one is aiming at getting a plausible model while the botan-
ical correctness is usually disregarded. Here the task of modeling
is undertaken mainly by the user describing a plant structure and
its components and defining the required parameters. The degree
of realism depends on the users skills. This approach is quite intu-
itive for a common user, but has the inconvenience of creating each
sample from scratch in case of generating a variation of slightly
different flowers [10], [11].

The other approach could be referred to as procedural modeling,
which tries to provide biologically faithful and visually realistic
models [22], [5], [15]. Most of these approaches are based on L-
systems, which can generate complicated multicellular structures
from a small number of rules [22], [S]. They are able to get a lot of
flower samples based on a single grammar by simply changing the
parameter values. Although these methods can provide impressive
results, the underlying algorithms are not so intuitive for common
users.

An analysis of previous work points to look for some kind of sym-
biosis between these two groups of approaches in order to simplify

*This work has been funded in part by grant number TIN2010-21089-
C03-01 of Spanish Government and grant number 2009-SGR-643 of Gen-
eralitat de Catalunya (Catalan Government).

20

the task of the user and at the same time to retain the realism of the
models. Pursuing this goal we propose in this paper an application
of the 3Gmap L-systems: flower modeling by growth simulation.
Our approach combines L-systems grammar writing with interac-
tive control of parameter settings. Here the L-systems, in contrast
with previously proposed models, are used for creating the entire
model, with all its components by simply operating with subdivi-
sion of volumes, namely 3Gmaps [12]. The user can control the
final result by interactively setting the parameters of the grammar.
The used L-systems grammars have a nested structure allowing to
combine several grammars which represent the different flower or-
gans. These contributions make the task of a user more obvious and
intuitive which in turn enables to create more accurate models. In
addition, the way the model is built allows us to take into account
its internal structure. As the flower tissue is non-homogeneous, this
can be quite useful to render more accurate subsurface scattering.

2. PREVIOUS WORK

Flower modeling methods are not numerous and belong to a bigger
research field such as plant modeling, which origins are traced back
to L-systems introduced in 1968 by Aristid Lindenmayer. He pro-
posed a formal description of plant development as a string rewrit-
ing mechanism which has a recursive nature and leads to a self-
similarity in plants. Later on L-systems were extended to several
geometric interpretations which were used by computer graphics as
a diversified tool for plant modeling [22], [5], [15].

Plant modeling tools such as AMAP [23] and LIGNUM [16] pro-
vide a wide range of models and take into account knowledge about
plant architecture. Lintermann and Deussen [3] proposed a mod-
elling method that allows easy generation of many types of objects
that have branching structures. In this approach, components en-
capsulate data and algorithms to generate plant elements. Although
the L-systems are not explicitly used, still the architectural models
described above follow the basic principles of plant development.

In [22], [19], [21] different types of L-systems were elucidated at
length and accompanied with the modeling software L-studio [19]
and the Virtual Laboratory [5]. These tools enabled to model a wide
range of structures and developmental processes in plants by oper-
ating with the L-system-based languages (cpfg and lpfg). Yet the
shapes of plant organs, represented mostly as predefined surfaces
or generalized cylinders [9], are specified by the user and then are
incorporated into a plant model. In [7], [8] flowers were described
as configurations of modules in space. In [22], [6] such examples as
sun flower head, zinnias, water lily and roses were performed using
phyllotaxis. Peiyu [15] proposed a flower model using L-systems
which represented the topologic information of plant flower and
Bezier surfaces for depicting its geometric information. String L-
systems are applied to model a wide variety of plants [20], [21].
However they are of one-topological dimension, even if 3D geo-
metrical features are incorporated into a model. Many shapes in na-
ture can only be described by two or three topological dimensions.
Thus, Prusinkiewicz and Lindenmayer described in [22] map L-
systems and cellwork L-systems which were mainly used for mod-
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eling of cellular layers. These methods provide quite realistic re-
sults. However, it is quite difficult to specify L-system grammars
and there is not enough control over the generated topologies. In
[17], [24] 2Gmap and 3Gmap L-systems address some of the limi-
tations of the previously described methods. These approaches are
applied to model realistic leaves and wood. 2Gmap and 3Gmap L-
systems are based on two and three-dimensional generalized maps
[12], which could be controlled by the operations associated with
production rules. The direct use of high level operations on sur-
faces and volumes simplifies model specification and the use of
adjacency relations between volumes allows context-dependent be-
haviors.

Other methods have also found its niche in the plant modeling area,
since the L-systems specification is not so intuitive for the common
user. Sketch-based modeling techniques allow a user to easily cre-
ate a rough model from several strokes. The work of Igiri [10], [11]
is an interactive modelling system for flower composition. Here the
task of the user is quite easier and takes less time, but still we can-
not reckon on creating the models of complicated structures with
botanical correctness, neither cannot consider the obtained model
as a sample for creating the huge diversity of individuals.

Taking into account the benefits of the previous approaches some
methods were proposed, such as [14], [18], [13]. Here the L-
systems are mixed with interactive methods, such as Sketch-based
or 3D gesture modeling or simply interactive control of parameter
values performing bending and pruning branches and arranging and
clipping leaves and flowers. Anastacio and Prusinkiewicz [1] pro-
pose a combination between sketch-based modeling and L-system,
where construction lines are employed to parameterize global fea-
tures of L-system models.

3. BIOLOGICAL ASPECTS OF FLOWERS

From the biological point of view, a flower can be pictured as a short
stem (the receptacle) which holds the components in sequence. At
the very tip of this stem are the female organs (carpels), which are
surrounded by the male organs (stamens). The outside part of the
flower is enveloped by petals and sepals. If we go further into anal-
ysis of flower, we can find that the internal structure of its organs
is not homogeneous, which plays an important role in the way they
absorb and reflect light. Leaves and petals tissues consist of dif-
ferent layers of cells, which have their own properties defining the
variety of surfaces and colorations (Figure 1b, 1c). As we can see
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#volume escription@

#define STEM(20,2,0,5,5,3,1,1,1
#define CENTRE(20,1,0,0,0,1,1,1,1)
#define COL(20,1,0,0, 1,3)
#define PETAL(4,1,0,0,0,1,1,1,1)

@definition of variables@
#define Ingt = 0.8

#axiome : STEM

@set of production rules@
@growing@

POO STEM ->STEM[STEM(,0,,,,,)]_{E}
P00 STEM ->STEM[STEM
P00 STEM ->STEM[STEM
P00 STEM ->STEM[CENTRE(,,,,,0.4,1.7,1.7,)]_{E}
POO CENTRE ->CENTRE[CENTRE(, )I_{E}
POO CENTRE ->CENTRE[CENTRE(, 1.2,)]_(E}
P00 CENTRE ->CENTRE[COL(,,, E

P00 CENTRE ->CENTRE[PETALI

1(E}
,<Ingt>,0.2,0.2,)]_{C*}|

P00 COL -> COL[PETAL(,,,<Ingt*0.2>,0.2,0.2,)]_{C*}
P00 PETAL -> PETAL[PETAL(,,,<Ingt*0.2>,0.2,0.2,)]_{E}/

@glueing@

pO1 PETAL -> PETAL~{C2}|[PETALA{(C4}
pO1 PETAL -> PETALA{C1}|PETAL~{C3}

Figure 1: a) Description of flower structure. b) Internal structure
of green leaf. c) Internal structure of petal. d) Grammar of a simple

flower.
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from the flower structure in Figure 1, the shapes of flower com-
ponents are not only flat but also volumetric, so we have to use a
3 topological dimension structure to represent them. In this paper
we propose a flower modeling based on 3Gmap L-systems, which
allows to construct a topology of any three-dimensional subdivi-
sion. In our method we use a formal L-system grammar to describe
a flower structure. The grammar is provided with different tools
which make the creation process easier and allows to generate a
various flowers with the same grammar. The obtained model then
can be interactively adjusted by the user to get more accurate re-
sults.

4. GENERATION OF FLOWERS WITH 3GMAP L-
SYSTEMS

We propose a flower modeling based on 3Gmap L-systems, a model
based on three-dimensional generalized maps, which could be con-
trolled by the operations associated with production rules. 3Gmap
is an ordered topological model that allows to represent the topol-
ogy of subdivisions of orientable or non-orientable 3D spaces, with
or without boundary. It is close to facet-edge data structure [2] or
cell_tuple [4].

A subdivision of a topological space is a partition of this space into
cells with dimensions 0, 1, 2, 3, i.e. into vertices, edges, faces, vol-
umes. This model is based on the use of an unique basic element
on which four operators act. These operators are used to represent
adjacency relations between edges, faces and volumes. A combina-
tion of these basic elements allows to represent the topology of an
object, which corresponds to an unlimited number of embeddings
of this structure in the three-dimensional space.

3Gmap L-systems are operated with volumes, which are mostly
regular prisms. In order to distinguish each volume we use a label,
associated to it, which is the word in capital letters. A prism V of
order n is denoted as V(n). Each face of a volume also has a label
which is defined as Vo, Ve and Vo1, Voo, . . ., Vo for the base,
the end and the side faces of the prism V respectively. A flower

growing
PETAL->PETALA{C2}PETAL*{C4} ::>
PETAL-*PETAL~{C1}|PETALA{C3}

e XX

Figure 2: Generated model of grammar in Figure 1d, where grow-
ing and glueing operations are used. The model is generated with
steps 1, 3 and 6.

shape is created by building volumes using a formal L-systems
grammar which consists of a volume description, a variable def-
inition, an axiom and a set of production rules (volume growing,
splitting and joining) (Figure 1d, 2). Using 3Gmap L-systems, we
can create different flower shapes (Figure 2). By writing a grammar
we are operating recursively with different volumes and thus form-
ing an appropriate shape. Once written a grammar we can change
its parameter values and get a diversity of flowers.
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5. 3GMAP L-SYSTEM ENHANCEMENTS

3Gmap L-systems allow getting quite complex models, however
the more complicated the model is the more difficult it is to handle
the grammar and the less intuitive it becomes for the user. In order
to facilitate the task we propose to add new functionalities such as
materials, interactive change of parameter values and modules.

5.1 Materials

Flower structures consist of various organs, which have distinct
shapes as well as distinct materials. Different groups of volumes
of the grammar represent different components of the flower, such
as petals, leaves, stamens etc, which are characterized by diverse
colors and illumination properties. Thereby we decided to add a
new parameter in a volume definition of grammar. It represents
a material of a flower organ and is denoted as integer, which is a
number of materials listed in material.mtl file, containing definition
of its various properties. This function is also useful for the mod-
els having an internal structure. Flower tissue is not homogeneous
and consists of several layers: upper epidermis, lower epidermis,
veins, mesophyll. If we create a model of a petal with all these lay-
ers, we assign to each one of them its proper material. Using this
contribution the rendered results look much more realistic, as each
component of a flower has its own color, illumination properties,
etc.

5.2 Interactivity

3Gmap L-system is a parametric model, which allows us to adjust
the shape of the flower, by interactively changing parameter values
of the grammar. We do not have to recreate the model, but, reusing
its topology, reload the embedding of the model (Figure 3a). This
constitutes a great advantage because separate management from
the topology and from its embedding simplifies the algorithms al-
lowing us to easily create lots of model variations.

After the first loading of a grammar, the model may have a lot of
imperfections because the parameter values of the volumes might
have not been fitted properly. In order to fix it we should have to
come back to the grammar again, change the values of parameters
and load a model from the very beginning. This work occupies
enough time to make the process of the model creation quite cum-
bersome. We added a new functionality which makes it possible for
a user to change parameter values interactively. This way of chang-
ing parameter values is quite faster as it only takes into account
the embedding part, leaving the topology part of the program un-
touched. In Figure 3b we can see how different components of the
flower are changing. A user just selects an appropriate volume and,
by clicking on a box of parameter values, changes a model shape on
the fly, observing the results at the same time. Groups of different
volumes can represent flower organs. In order to control them we
used variables, which represent different flower component mea-
sures. The variable values can also be interactively changed, thus
making the flower shape managing even more intuitive and faster.
We can also change the topology of volumes interactively which
simplifies the creation of models with different number of petals,
leaves, etc. In this case the order of the prism is changed and we
have to rerun the grammar from the very beginning which is a much
slower process than the previous one. Nevertheless, this makes the
process of modeling more intuitive for the user.

5.3 Grammar modules

The more complicated the flower is the more intricate and cum-
bersome the grammar could be. As the flower consists of different
organs we decided to introduce modules which can substitute them.
Modules are files containing grammars which can represent flower
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Figure 3: a) Principle of separate management. b) Interactive
changing of parameter and variable values in order to modify ro-
tation angle and shape of flower petals and stems.

components. They are included into initial grammar, representing
the whole model. The module itself can include another module,
therefore the grammar has a folded structure, which simplifies its
construction and allows creating quite intricate models. In order to
construct a grammar with modules which can substitute the flower
component, or a flower itself, we just add a needed module like a
usual volume, with the only difference that its name must have an
”&” in front of it.

In order to facilitate a task of grammar creation we added a Flower
Database (Figure 5a) with different flower organs, where the user
can have a look at already existing modules.

6. RESULTS

Our method allows to get a mesh of huge variety of flowers, as
well as flower compositions and terrains. The software was devel-
oped under Linux Ubuntu 9, in c++ using cross platform library Qt,
version 4.2. The output is exported to obj format file with the infor-
mation of material assigned to each volume composing a flower ge-
ometry. The geometric models are rendered using Blender version
2.49. In Figure 4 several species of flowers are presented. Figure
5b shows a model of a petal which consists of three layers, each one
of which has its proper material. Using subsurface scattering these
layers will improve the realistic effect of the rendering results. All
the models were created using modules and adjusted interactively.

e |

a)

fm s

Figure 4: Models of : a) lilies; b) lotus; c) poppies; d) dandelions;
e) bluebells.
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upper epidermis

lower epidermis

b)

Figure 5: a) Flower database; b) Petal consisting of three layers,
each one of it has its own material.

Moreover, our method allows to create realistic terrains of flowers

Figure 6: Flower terrains with models of a) wildflowers; b) daisies.

just using one grammar. We construct a terrain containing volumes
and add modules which represent different flower species. In Fig-
ure 6 we can see several terrains of flowers, where each flower is
different due to passing random parameter values of the modules.
The time of generation of models, represented in Figures 6a and 6b
is 42.4 s and 27.5 s respectively.

7. CONCLUSION

We introduced a method of flower generation based on 3Gmap L-
system, allowing to create a grammar in order to construct flower
models. Once written one grammar we can get a great variety of
flowers by simply changing the values of its parameters. In that
way we have a possibility to obtain complicated scenes with a large
number of different flowers with a minimum amount of work on
the grammar. We also took into account the needs of the user to
have an intuitive modeling tool. Thus the shape of the flower can
be modified interactively and the grammar has an intuitive struc-
ture allowing to use the modules. Due to volumetric model we can
construct the internal structure of flower tissue, which consists of
several layers. Assigning a material with special properties to each
layer, we would be able to get more realistic results while rendering.
Using subsurface scattering for rendering by taking into account the
internal structure of the tissue is a future task yet to be implemented.
Another improvement to be attained is texture generation according
to the flower organs.
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Abstract

In this paper, we present a new fast approach for generation of
background panorama from a video sequence based on motion
estimation algorithm. The proposed method provides correct
matching of background areas in video sequences with complex
camera movement. It also performs rough preliminary
segmentation which allows removing foreground objects from
mosaic on inserting stage. Result sprites have appropriate quality
and level of detail to use them in other applications.

Keywords: panorama, motion-based segmentation, background
mosaicing, background restoration.

1. INTRODUCTION

Nowadays video processing algorithms, for example multiview
generation or diminished reality construction, require high-quality
background restoration technique. Different approaches such as
inpainting, motion-based background completion and mosaicking
have been proposed for the solution of this task.

Multi-layer texture inpainting have been used in [2] for objects’
removing from the original video. Method provides a good quality
of restored area, but has been tested for sequences with static
camera and does not provide extrapolation of background outside
the frame borders. Real-time background inpainting method has
been proposed by [3]. It works fine for uniform background areas,
but its work on complex textured background with larger
foreground objects is unknown.

Motion based background completion have been proposed in [6].
Method uses tracking window for foreground objects marking.
The main disadvantage of this method is the dependence of
computational complexity on foreground objects’ size. Also
method has not been tested on sequences, where foreground
occupies a large area of frame. And it does not provide the
opportunity for expanding background outside the frame borders.

Mosaicking and background sprites construction is one of
widespread approaches. The method of super resolution sprite
generation was described in [5]. It provides single image
representing background of a video sequence. The main
disadvantage of this method is geometrical distortions which may
appear on sprite borders. Another approach presented in [1] uses
optical flow for frame segmentation and hierarchical insertion
coordinates calculation which makes it not fast enough for use as
a part of other algorithms.

The main task of the current approach was to create a method for
fast background sprites construction, which quality and level of
detail is the same as the quality of source frames. Most of existing
approaches [1][5] are complicated for use at high resolutions
video sequences and as part of other algorithms.

The main problems for panorama construction are connected with
accuracy of frame matching during the insertion process and, in
particular, with the choice of points for the transformation matrix
calculation between background areas of frames. In this approach
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the coordinates of points in neighbor frames are obtained from
motion estimation algorithm and the 8-parameter affine
transformation is used to align two frames.

This paper is organized as follows. Section 2 describes motion
estimation algorithm and points choosing algorithm. Section 3
describes frames’ merging algorithm. Section 4 provides
experimental results and Section 5 summarizes the paper.

2. MOTION ANALYSIS

This section describes the algorithm of motion analysis used for
background transformation obtaining, background area evaluation
and algorithm of choosing points for transformation calculation.
Motion estimation algorithm [4] is used for correspondence search
between points of analyzed frames. It provides motion vectors
between square blocks in two frames with quarter-pixel precision
and information about estimation error for every vector.

2.1 Background segmentation

For background area evaluation a simple motion-based
segmentation algorithm is proposed. It uses two-dimensional
histogram of motion vectors.

The histogram has size MV, 4, X MV;, 4, for all possible motion
vectors’ coordinates, where MV, is an algorithm parameter,
which specifies the maximum length of a motion vector.

Each element with position (x,y) in the histogram corresponds to
a motion vector with coordinates:

(x - center_x, y - center_y),

where (center_x, center_y) — coordinates of the center of the
histogram.

Each element of the histogram stores:

e list of points in a frame corresponding to this motion vector
e top left and bottom right points from this list

e number of points corresponding to this motion vector

e label — in a clusterized histogram, number of a cluster
containing this point

The main idea of histogram clusterization is to distinguish a rough

mask of background area for the current frame. This segmentation

will be used afterwards in transform matrix calculation.

First of all, the histogram represents all possible motion vectors
for a pair of frames. If some point in an image has a motion vector
with coordinates (x,y), histogram element (x,y) contains this
point. Segmentation of a frame is based on analysis of histogram
elements that contain at least two points. These elements will be
called “valuable elements”.

The proposed method considers all connected regions in the
histogram as clusters. It means the algorithm marks neighbor
valuable elements of the histogram and all valuable elements with
the same label from one cluster. A cluster, in which the histogram
element with maximum of points is situated (points from the
current frame), is assumed to be background.
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Figure 1 illustrates example of a clusterized histogram. Colored
pixels correspond to valuable elements of histogram. White color
marks the background area, blue — foreground objects. Three-
dimensional plot represents the number of points in current frame,
contained in each histogram element. Red peak corresponds to the
background area.

2.2 Sky detection

For outdoor scenes background area often contains sky. The
proposed method considers sky in calculations to improve
segmentation accuracy. It is assumed, that sky area always
belongs to background, so the points’ choice is modified if sky
detection gives positive result.

The sky detection algorithm is based on a color segmentation of
potential sky areas, using pixel colors in HSV color space.

First of all, it is supposed that sky is in the upper region of a
frame, so the method searches for it there. If a pixel color
corresponds to a comparison criterion, the method checks its
neighbor pixels. The algorithm stops if the next pixel doesn’t
correspond to the color criterion or a difference between neighbor
pixels colors is bigger than a constant threshold.

R, s -

Figure 1: Example of source frame with motion vectors (blue
lines) and clusterized histogram. Orthogonal projection (left) and
3D-visualization (right)

The used color criterion has been chosen empirically based on set
of ~20 outdoor images containing sky. It consists of 3 inequalities:

{ hsv.v > 0.7
hsv.h < 0.001
hsv.v > 0.3
. {hsv. h > 0.4
hsv.s < 0.8
{hsv.v > 0.75
hsv.s < 0.2
Figure 2 shows the example of obtained sky mask.
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2.3 Equation points choice

Transform matrix is calculated from -corresponding points’
coordinates. Motion estimation provides large number of points
with different coordinate precision, so there is need in choosing
appropriate small set of points’ pairs for further calculations. This
set will be called equation points

The following algorithm is used for selecting equation points.
First, points chosen for the previous pair of frames are checked
with the current comparison criterion. It means that method
checks several properties of a point. Two methods are
implemented.

The first is fully based on the result of segmentation results and
also considers the variance of the block containing analyzed point
(point does not suit if the variance is smaller than a threshold
which depends on the average variance of the frame and is
calculated for every frame). The second considers the sky mask
and segmentation results. It takes only points from the background
area which motion vectors are similar to the average motion
vector of the sky area.

P = P(x,y,variance) - label - sky_label
label = {1, pixel € background
0, otherwise
P(x,y,variance) — probability for point with coordinates (x,y)
situated in block with variance variance

If a point suits, information about it is updated and used in further
calculations. If the number of suitable points from the previous
step is less than predefined threshold (algorithm parameter, differs
from 10 to 30), the method chooses other points from the current
frame, using 32x32 pixels’ grid. From each grid cell the candidate
point with the smallest motion vector error is chosen. Then array
of suitable points is sorted using points’ motion vector error as a
criterion. Y4 of points with the largest errors are deleted from the
list. Then remaining points are decimated by removing every
second point from the points list until the list contains ~25 points
for the transformation calculation.

3. FRAME WARPING

After obtaining the set of equation points with appropriate
coordinates, frame is inserted into the mosaic. 8-parametric affine
transform is used to warp frame to his actual coordinates in
mosaic. This section describes transformation matrix obtaining
and inserting process. Such matrix is calculated for all neighbor
frames in video sequence.

3.1 Transformation calculation
The used model can be represented by the following matrix:
h00 h0O1 hO2
H=|h10 hl11 hl2|.
h20 h21 1

This model provides accurate background matching in cases of
plane-parallel, rotational camera motion, zoom and more complex
combinations of such motion. The transformation is applied to
every pixel of inserted frame. This means the matrix is multiplied
by a pixel coordinate vector (z coordinate always equals to 1).

X\ /h00 hO1 hO2\ /X o 1
y'|=(h10 Rr11 h12 *(y); ()=—*( )
2] \h20 h21 1 1 Y Y

Here (x,y) are pixel coordinates in the current frame, (x”,y”) are
pixel coordinates in the reference frame.
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After equation points have been chosen, system of equations for
the projective transformation matrix calculation is configured.
From every point 2 equations are obtained:

X+h00 + Y*h0l + 1*h02 + 0xh10 + 0xhll + 0% h12 — X
*X' «h20 — Y*X'«h21 — X' =0

0*h00 + 0*xh01 + 0%xh02 + X*h10 + Y +xhl1l + 1xhl12 — X
*Y'xh20 — Y+Y' «xh21 — Y =0

where (X,Y) are coordinates of a pixel in the current frame,
(X’,Y") — in a reference frame, hxx — the corresponding element
of 3x3 transformation matrix. Then obtained system is reduced to
the square form by applying least squares and solved.

3.2 Frame insertion

Before frame insertion into mosaic the final transformation matrix
between frame and mosaic is obtained. It equals to product of all
consecutive transformation matrices between frames, starting
from frame, which was the initial for the current mosaic. Good
precision of consecutive transformation matrix calculation
minimizes the result error of matrix multiplication for a long
sequence.

If camera rotation angle for final transformation matrix is large,
new sprite generation starts. Otherwise frame distortion on sprite
boundaries will be very notable and spoil the quality of result
panorama. This will make a sprite inapplicable for further use.

If frame transform increases frame area or its dimensions
comparing to source dimensions frame is upscaled before the
insertion into the mosaic by bicubic interpolation. Every frame
changes only unfilled regions of mosaic except of frame
boundaries. Linear blending of pixels is performed for boundary
pixels in mosaic. It is performed to make these boundaries not
notable in final sprite. Blending is based on bilateral filtering.

4. EXPERIMENTAL RESULTS

The main criterion for result quality measure is to avoid
discontinuities on boundaries of inserted frames and to preserve
precise level of detail.

The algorithm has been tested on fragments from movies such as
“James Bond” and “Resident evil”. Scenes with both simple and
complex motion have been used. The number of used test
sequences is 44. The example of algorithm result is shown in
Figure 3 and 4.

Use of frame segmentation during insertion process provides a
mosaic with removed foreground objects, as shown in Figure 4. It
is shown that the proposed method allows correct inpainting of
massive foreground objects. Scaled fragment shows that the
proposed method allows correct matching for complex
background with large number of small details. This makes
method useful in tasks where quality of restored background is
critical.

The speed of background mosaic construction depends on
algorithm mode. It is possible to create a set of mosaic sprites for
analyzed video sequence or to create panorama for every frame in
both directions. For the first mode algorithm speed exceeds 4 fps
for 960x400 resolution sequence. Second mode has much more
computational complexity and requires huge amount of memory
operations. It also depends on number of frames added to mosaic
for each frame. Creating panorama for one frame (960x400) in
this mode takes approximately 40-45 seconds with 25 frames
range in both directions. Speed tests were made on Intel Core2
Quad Q9450 2.66 GHz.
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5. CONCLUSION

This work presents a fast approach of creating background mosaic
for input videos. The proposed method is suitable for fully
automatic background restoration and provides sprites of good
level of detail. Used foreground-background pre-segmentation
allows full or partial removing of foreground objects from the
result sprite. Method can also be used for background generation
for stereo and multiview generation.
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Figure 4: Frames 4, 54 of original sequence and panorama based on frame 4
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Abstract

The modern portable passport readers are able to acquire high
quality images (up to 450 dpi), but have poor performance
embedded computational facilities, because of the requirement on
long battery life. For the extraction and recognition of machine-
readable document codes the high-speed and accurate projection-
based OCR algorithm is developed. Profile projection is
calculated for middle columns of document image and is
smoothed using the moving average filter. The slant compensation
is conducted, using the angle between the horizontal line and the
line connecting centers of the extreme individual codes. For the
embedded processor (AMD Geode 500 MHz 128 RAM) the
algorithm shows 100% accuracy and processing time less than 1
second for 300 and 450 dpi images.

Keywords: MRZ, recognition of passports, OCR, high-speed
segmentation, slant compensation, portable passport readers,
profile projection

1. INTRODUCTION

A biometric passport and visa contains picture and user
information areas for visual inspection and the machine-readable
zone (MRZ) with individual codes, specified in the standard
ICAO 9303, which can be captured and processed using optical
character recognition (OCR) systems. Currently the relevance of
the development of portable passport readers for rapid
examination of documents on board ships, road and railway
transport, border crossings increases. Basic requirements for such
devices — light weight (less than 3 kg), several hours of battery
life, short time of document processing (less than 1 second) and
wireless data transmission to the server for additional inspection.
Such devices include embedded computing facilities, sensor
module to acquire document image and modules for reading a
contactless chip and data transmission. A document image is
processed using both OCR methods and face recognition methods.
In order to improve the reliability of the recognition and the
determination of forged documents images are acquired in high-
resolution (up to 450 dpi) and in several spectral ranges (UV,
visible, IR).

Portable passport readers exploit relatively poor performance
processors in order to remain low-power and have long battery
life. According to our experience the commercial solutions for
mobile passport readers recognize MRZ in more than 3 seconds.
The efficiency of standard solutions for recognition of individual
codes was estimated, as with the specialized software, based on
the algorithm [7], and the general-purpose software — CuneiForm
OCR version 12. The average recognition time of high resolution
(450 dpi) document image is respectively 7 and 3 seconds at the
portable passport reader with the embedded processor AMD
Geode 500MHz and 128 MB RAM. Such performance is
unacceptable, and therefore the development of algorithm with the
accuracy higher than 99% and the processing time less than 1
second is required.

Russia, Moscow, September 26-30, 2011

2. OVERVIEW

The document image processing consists of the following steps:
detection of MRZ and code sequence blocks, extraction and slant
compensation of document codes, individual codes recognition. In
the specialized algorithm [7] code sequence blocks are extracted
from the document image using Sobel masking, horizontal
smearing and contour tracking. Template  matching,
morphological methods [8], fuzzy logic, artificial neural networks
[9] and crosscheck with the visual inspection area [9] are used for
the individual code recognition. The implementation [6] of these
algorithms is efficient (accuracy above 98%), robust to noisy and
low detail images (resolution below 300 dpi, skew angle up to 10
degrees), but demanding to the computational resources.
Generally such high robustness is excess for modern mobile
passport readers, due to their ability to acquire high resolution
images (up to 450 dpi) with high signal to noise ratio [2] and
small maximum image skew (less than 1 degree).

Printed and hand-written documents are segmented using
projection profiles method [11]. The vertical projection profile is
obtained by summing intensity of pixels along the horizontal axis
for each image row. The profile can be used to segment text lines
as average intensity of background and symbols differs. The
projection-based method is applied to the black-and-white image
to extract MRZ and picture area [10]. The projection-based
method is less resource-intensive than method, based on
horizontal smearing, due to applying simple algorithms of image
transformation and analyzes. Meanwhile, the smearing of vertical
profile, caused by image skewing and noise, makes this technique
less reliable and accurate.

The accuracy of individual codes recognition can be improved for
skewed document images using slant compensation. The Hough
transform is performed to determine skew angle [16]. The
accuracy of 1-2 degrees was achieved for the low resolution
images (150 dpi) with irregular illumination, and maximum skew
angle up to 10 degrees.

In Karateev et al. [5] is argued that individual codes recognition is
the most resource-intensive step of the document image
processing, because of the numerous template matching
operations. To accelerate this step the rapid template-based
matching is performed using font image, generated with special
software. According to our experience the speed of individual
code recognition can be boosted, using parallelization, both at the
CPU and at the hardware level (e.g. using FPGA). Meanwhile for
the high resolution images MRZ detection and code sequence
blocks extraction takes longer time and is not easily parallelized.

So, methods, based on the horizontal smearing, and the profile
projection exist for MRZ detection and individual codes
extraction. The first is highly robust but relatively slow, the
second is efficient but less robust in case of noise and document
slanting. In this paper the high-speed and accurate algorithm is
developed for individual codes extraction from high resolution
(more than 300 dpi) document images with small slant angle (less
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than 1 degree). The algorithm is based on the transformation of
vertical profile projection and skew angle detection, using the
individual codes position.

3. EXTRACTION AND SLANT COMPENSATION OF
DOCUMENT CODES

The MRZ is detected using the vertical projection method. Unlike
the standard methods, which project the intensity of source image
or black-and-white image, we use the projection of red channel of
source image. In Figure 1 the lower part of the document image is
depicted. The vertical projection profile of red channel is shown
in Figure 2. The right extreme sharp gap corresponds to the
bottom border of the document; the two next recessions match the
centers of the code sequence blocks. The bottom part of gap
corresponds to the center of text line.
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Figure 1: MRZ and individual codes.

Figure 2: Projection of red channel. In horizontal direction - row
number, in vertical direction — the total sum of red color intensity
for row. Three rightmost drops correspond to code sequence
blocks and border of the document.

Two gaps, corresponding to code sequence blocks, intersect a
little for small skew angles (less than 1-2 degree) of document
image and can be detected independently. The complexity of
automatic detection of the required minima is caused by plenty of
local extrema, caused by skew or moderate fluctuations of
intensity of text lines. The criterion of the predefined depth of
profile gap is not adaptive, because of the various intensity
distributions and features of different countries documents. The
statistical criterion, calculated based on the histogram of distance
between adjacent local minima, is used in [1] to determine
potential segmentation points in printed documents.

In order to increase robustness of segmentation an image may be
divided into vertical strips and profiles sought inside each strip
[18]. The Gaussian filtering can be used to reduce the number of
local minima of profile [12]. We applied both approaches with
small time-saving modifications. In order to increase
computational speed the moving average filter (MAF) is applied
instead of the Gaussian smoothing. The vertical projection is
computed only for middle strip, that reduces the volume of
processed information and increases the speed of document
analyze. Generally the duration of data analyze can be reduced up
to one order.
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The resulting profile has less local extrema (Figure 3). Code
sequence blocks are extracted using the criterion of monotonicity.
First two profile points, for which the previous values
monotonically decrease in more than N consecutive image rows,
starting from the bottom of image, are the required extrema. For
the demonstrated profile the following coefficients were used (N
= 20, the size of the smoothing window = 41, coefficients of
constraints of strip are 0.4 and 0.6). Experiments show that the
developed algorithm for code sequence blocks extraction is
adaptive to small image slanting, change of illumination and
diversity of document features.
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Figure 3: The dotted blue line - the projection of the red channel.
The solid red line - the projection of the red channel, calculated
for the middle columns, smoothed by MAF, and scaled by “y”

The MRZ image is formed, after the code sequence blocks
position is determined. In order to simplify the individual codes
extraction the threshold conversion of the MRZ image is
performed, using the threshold value, computed automatically
using the Otsu method [15]. This method is robust to the average
intensity change of document image. Figure 4 shows the result of
image conversion.
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Figure 4: The result of MRZ image binarization

The horizontal position of individual passport codes is determined
using horizontal projection of black-and-white image. The vertical
position of codes is refined using vertical projection in the vicinity
of codes location. The MRZ image and zoom image with red
rectangles, allocating the result of individual codes extraction, are
depicted on Figure 6.
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Figure 5: Individual codes extraction. Red rectangles correspond
to document code positions.

Black-and-white MRZ image is adjusted, using slant
compensation, in order to improve the efficiency of recognition of
individual codes. The Hough transform [4] or image moments
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[17] are usually used to estimate a skew angle. However these
methods are inefficient in case of geometric distortions of image,
which can be significant and caused by imperfection of optical
registration system. Even in the case of correction of geometrical
distortions the presented algorithms are relatively slow, because a
lot of statistical data is analyzed (more than a thousand of points).
For this reason the efficient and fast slant compensation method is
proposed. The slant of each code sequence block is determined as
the angle between the horizontal line and the line between centers
of the extreme rectangles of individual codes. Image skew is
calculated as the average of two values.

For small skew angles (angle is less than 0.1 degree), image is not
adjusted since the recognition accuracy does not change. In this
case the algorithm demonstrates high productivity, as a skew
angle is defined based on the statistical data reduced in several
orders. If skew angle exceeds the preset threshold a document
image is adjusted and positions of individual codes are refined
using projection method in the vicinity of previous locations. The
result of image slant compensation is shown on Figure 6 for the
MRZ image and zoom image.
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Figure 6: Image slant compensation. Red rectangles correspond
to document code positions.

4. RECOGNITION

The recognition step is performed after document codes are
extracted, that includes feature extraction and classification. The
template matching and line intersections methods can be used to
get features of the individual codes [3]. In [14] the general case of
feature extraction from the monochrome characters image is
considered. We use template-based matching, which is efficient in
case of high resolution and low noise document images. The
template was generated on the basis of the standard font OCR-B

O L AT

The algorithm is tested on the portable passport reader [2],
consisting of image sensor module, single-board industry
computer and storage device. Image sensor module is intended to
preprocess data acquired by Foveon F13 (14 million elementary
photodetectors, organized in matrix 2688 x 1792 x 3 layers with
up to 50MHz data output frequency) [13]. Field-programmable
gate array (FPGA) controls the matrix and carries out real-time
preprocessing of data stream. The main preprocessing stages are
linearization, dark frame subtraction, column filtering, bad pixel
replacement and color space transformation. Module has external
memory connected to FPGA to store intermediate data, calibrating
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tables and images. Converted data is transferred to processing
module connected to image sensor module by parallel 32-bit
interface. Image recognition, visualization and storing are
performed by industry computer (AMD Geode based). In order to
output and transfer information, system is completed with display
and wireless LAN.

The algorithm is implemented in C++ and its code is optimized
using the static analyzer PVS-Studio and VS 2010 profiler. For
the performance evaluation we experimented on the CPU Intel
Pentium Dual-Core 2.50 GHz 1.96 GB of RAM and the portable
passport reader with embedded computational facilities AMD
Geode low power LX800 500 MHz 128 MB RAM. The results of
the testing are shown in Table 1.

PC. Time Portable passport

(ms) reader. Time (ms)
450 dpi 31 460
Image skew. 450 dpi 47 801
300 dpi 25 360
Image skew. 300 dpi 37 530

Table 1: Testing the performance of the algorithm

The first row shows the duration of recognition of high quality
images (450 dpi) from the test database of 30 documents. The
performance higher than one document in half of second and
100% accuracy was achieved. The second row shows the time
span of processing of document images rotated by 1 degree. The
required performance and the 100% accuracy were obtained.
However the necessity of recalculating of profile projections
significantly reduces the calculation speed. The testing has shown
that the main time-saving algorithmic improvement is the
computation of the vertical projection for the middle strip. It saves
about 50 ms or 10% of calculating time. For the described
portable passport reader the algorithm is robust to image skew
angle less than 2 degree. For bigger skew angles the criterion of
monotonicity is not effective, because of the smearing of vertical
profile.

For downsampled to 300 dpi images 100% accuracy was achieved
and calculation speed increased. So the reduction of resolution of
document image may be applied, in order to increase the
productivity. For 200 dpi images the accuracy of recognition
dropped, because of using template-based approach with general
font image. Black-and-white individual codes, extracted by the
proposed algorithm on utilized portable passport reader, may be
used to specify the template in order to increase the accuracy of
recognition.

6. CONCLUSION

This paper proposes the high-speed and accurate algorithm for
individual codes extraction from document image. The algorithm
is based on segmentation of vertical projection profile,
supplemented by MAF smoothing and data reduction to middle
strip. The vertical projection profile is computed for the red
channel of source image. In addition, the efficient slant
compensation method is proposed, using the angle between the
horizontal line and the line, connecting centers of the extreme
individual codes. The algorithm is 100% accurate for high quality
document images (300 dpi and 450 dpi, high signal to noise ratio,
skew angle less than 2 degree). For low resolution images (less
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than 200 dpi), high skew angles (more than 2 degree) or low
signal to noise ratio algorithm is inaccurate.

For the embedded processor (AMD Geode 500 MHz 128 RAM)
the implementation of the algorithm processes document images
in less than 1 second. It revealed at least double performance
increase over the algorithm implementation, based on the
horizontal smearing. The boost of the document analyze is caused
by the algorithmic reduction of the processing data volume and by
applying general OCR approaches for the specified task of
extraction of individual codes. The performance of the developed
software can be improved by at least twice in the case of
implementing the algorithm on the hardware level (e.g., FPGA)
and recognition of the individual codes in parallel.
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Abstract

Binarization plays an important role in document image processing,
especially in degraded documents. For degraded document images,
adaptive binarization methods often incorporate local information
to determine the binarization threshold for each individual pixel
in the document image. We propose a two-stage parameter-free
window-based method to binarize the degraded document images.
In the first stage, a proposed scheme is used to determine a proper
window size beyond which no substantial increase in the local vari-
ation of pixel intensities is observed. In the second stage, based
on the determined window size, a noise-suppressing scheme deliv-
ers the final binarized image by contrasting two binarized images
which are produced by two adaptive thresholding schemes depend-
ing on the change rate of the number of binarized foreground pixels.
Empirical results demonstrate that the proposed method is compet-
itive when compared to the existing adaptive binarization methods
and achieves better performance in F-measure.

Keywords: Adaptive binarization method, Degraded document im-
age, Document image processing.

1. INTRODUCTION

Document image processing is necessary for storing, transmitting,
and managing digital documents. Among different types of docu-
ment image processing, binarization is a preliminary process and
the resultant binary images usually affect the performance of the
succeeding processes, such as the document image segmentation,
the optical character recognition, and so on. For binarization, each
pixel in a document image can be classified as a foreground or a
background pixel. Pixels inside characters, lines, and curves in a
document image are foreground pixels and should be binarized as
black pixels and the remaining background pixels should be bina-
rized as white pixels.

For maximizing the between-class variance of foreground and
background pixels, Otsu [1] proposed an automatic thresholding
scheme to determine a global threshold for the input image. It
usually yield good resultant binary images. However, the deter-
mined global threshold may not be applicable for degraded docu-
ment images since intensities of foreground and background pixels
are contaminated at different positions of the images. To allevi-
ate the problem caused by the degraded document images, adaptive
binarization schemes [2, 3, 4, 5, 7, 8] which incorporate the infor-
mation from local statistics of an image are proposed to improve
the global thresholding method. Niblack [2] presented a window-
based method to determine the threshold for each pixel by incor-
porating the information of the mean and the standard deviation of
gray levels within each window. Sauvola and Pietikainen [3] mod-
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ified Niblack’s method by proposing different weights on the mean
and the standard deviation of gray levels within each window. For
blueprint images, Zhao et al. [4] utilized geometric features and
proposed an efficient window-based thresholding method. Gatos
et al. [5] binarize the document image by contrasting the document
image to the background surface which is constructed by interpolat-
ing the background pixels after removing the binarized foreground
pixels via Sauvola and Pietikainen’s method. Based on the edge
map detected by the Canny edge-detector [6], Chen et al. [7] bina-
rized the input document image using a pair of high and low thresh-
olds. Moghaddam and Cheriet [8] proposed a multi-scale window-
based thresholding scheme which first generates several binarized
images based on different window sizes and then iteratively com-
bines the binarized images to yield the final binarized image.

In this paper, we presented a two-stage parameter-free window-
based method to binarize the degraded documents. In the first stage,
a proposed scheme is used to determine a proper window size be-
yond which no substantial increase in the local variation of gray
levels is observed. In the second stage, given the determined win-
dow size, a noise-suppressing scheme delivers the final binary im-
age by contrasting two binarized images which are produced by two
adaptive thresholding schemes depending on the change rate of the
number of foreground pixels. Empirical results demonstrate that
the proposed method is competitive when compared to the existing
adaptive binarization methods and achieves better performance in
F-measure.

2. CHALLENGES IN ADAPTIVE BINARIZATION

The adaptive binarization scheme needs to deal with two chal-
lenges: (a) the determination of a proper window size used to
collect the local information and (b) the trade-off between detail
preservation and noise suppression. These two challenges motivate
the research of this paper and are addressed in this section.

The quality of the resultant binary document images produced by
the existing adaptive binarization methods often are very sensitive
to the window size used [2, 3, 4, 5]. Proper window size usually
depends on the scale of objects in the document images. The doc-
ument images with large objects require large window size in the
adaptive binarization scheme.

Binarizing an image as shown in Figure 1 (a) with large objects
using smaller than necessary window size may erroneously bina-
rize foreground pixels to background pixels as shown in Figure 1
(b). Figure 1 (c) illustrates a better binarized result of Figure 1 (a)
when a large windows size is used. However, adaptive binariza-
tion scheme with larger than necessary window size will not sig-
nificantly increase the quality of the binarized images, as shown in
Figure 1 (e) and (f), but incurs higher computational cost.
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have chosen to start where our last review stopped [1].
Only a few selected topics have been chosen with the
full knowledge that other equally interesting contribu-
tions have been left unmentioned. We apologize for
having had to pick and choose, and fully recognize
that our selection was biased by our own interests.
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Figure 1: The effect of window size when using Sauvola and
Pietikainen’s method. (a) Document image with large-scale charac-
ters. (b) Binarized image of (a) using a 9 x 9 window. (c) Binarized
image of (a) using a 33 x 33 window. (d) Document image with
small-scale characters. (e) Binarized image of (d) using a 9 x 9
window. (f) Binarized image of (d) using a 33 x 33 window.

For proper window size, Gatos et al. [5] suggest that window size
should cover at least 1 to 2 characters. However, detecting charac-
ter size usually requires image segmentation and is difficult for de-
graded documents. Chen et al. [7] apply a 3 X 3 window and deter-
mine two thresholds based on the edge pixels detected by the Canny
edge detector. The quality of the binarized image heavily depends
on the correctness of the edge map which is usually poor for de-
graded documents. Moghaddam and Cheriet [8] propose a scheme
which starts with a large window size determined by the average
line height of the input document image and iteratively reduces to a
proper window size. Since the average line height is usually deter-
mined by the image segmentation process and the proposed scheme
suffers from the same problem as Gatos et al.’s method.

Free from other image pre-processings, we first apply Otsu’s
method to obtain a rough foreground image and then determine a
proper window size based on the change rate of the variation of the
foreground intensities within each window. In addition to determin-
ing the proper window size, the trade-off between the preservation
of detailed contents and noise suppressing should be addressed in
the adaptive binarization scheme.

Let f be the input document image and the intensity value of the
pixel at position (z,y) is denoted by f(z,y), 0 < f(z,y) < 1.
Given a specific window of size w X w with w = 2r + 1, the
threshold used for binarization in Niblack’s method is expressed as

TNib,w(ZC,y) =,Ltw(f,:v,y)+k0w(f,x,y) (1)

where k is a user-defined parameter and pu.(f,z,y) and
ow(f,z,y) represent respectively the mean and standard deviation
of intensities of the pixels within the window centered at (z, y) and
can be expressed as
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Figure 2: The effect of &’ when using Sauvola and Pietikainen’s
method. (a) Degraded document image. (b) Binarized image using
k' = 0.01. (c) Binarized image using k' = 0.2.
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To improve Niblack’s method, Sauvola and Pietikainen [3] pro-
posed a modified threshold Tsqu, (,y) Which is expressed as

TSauw(@,y) = o (f, z,y) x <1 —K <1 - M))

R
4)
where both R and k' are set to 0.5 in [3].

Parameters k and k&’ used in Eq. (1) and Eq. (4), respectively, are
sensitive to the contents of the input document images and may
not be applicable for degraded document images. For example, for
a degraded document image in Figure 2 (a), Figure 2 (b) and (c)
are binarized images obtained by Sauvola and Pietikainen’s method
with & = 0.01 and kK’ = 0.2, respectively. The binarized image
with smaller k" preserves more detailed contents but suffers from
more noises. This observation motivates using two thresholding
schemes to produce two binarized images from which the final bi-
narized image is delivered.

3. THE PROPOSED TWO-STAGE AND
PARAMETER-FREE BINARIZATION METHOD

In this section, we present a two-stage and parameter-free binariza-
tion scheme for degraded document images. The first stage deter-
mines a proper window size by considering the variation of fore-
ground pixel intensities within windows. In the second stage, based
on the window size determined in stage 1, a final binarized image
is delivered by contrasting two binarized images produced by two
adaptive thresholding schemes which consider the content preser-
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Figure 3: I R(w) for documents in Figure 1(a) and (d)

vation and noise suppressing.

3.1 Determine the proper window size

To start the two-stage binarization scheme, we first apply the Gaus-
sian low-pass filter to obtain the smoothed image and then the
Otsu’s method is used to determine the set of the rough foreground
pixels, denoted by RF'G. The variation of foreground pixel inten-
sities within each window usually increases as the window size in-
creases. Large window size usually delivers binarized images with
better quality but suffers from larger computational cost, indicating
that the window size larger than necessary for acceptable quality
should not be adopted.

Since binarizing with small window size may erroneously binarize
foreground pixels to background pixels and using large window size
increases the computational cost without significantly increasing
the quality, we start with a small window size and keep increas-
ing the window size until no substantial increase in the variation of
the pixel intensities within each window is observed.

Starting with a window of size 3 X 3, we compute the standard
deviation of the foreground pixel intensities within each window
and use the average of the standard deviations as the indicator to
search for the proper window size.

Let I R(w) denote the increasing rate of the average standard devi-
ation when enlarging the window from w x w to (w+2) x (w +2)
and is expressed as

IR(w) = U“’*;i_aw (5)
with 1
Tw = [RFG| > oulfimy), (6)
(z,y)ERFG

where | RF'G]| is the cardinality of the set of rough foreground pix-
els RFG and 0. (f,x,y) is the standard deviation of pixel inten-
sities within the w X w window centered at (z,y). The increasing
rate JR(w) decreases as the window size w increases as shown
in Figure 3. The proper window size w™ is the smallest win-
dow size such that JR(w) is less than or equal to 0.01; that is,
w* = min{w : ITR(w) < 0.01}.

3.2 Proposed noise-suppressing
scheme

thresholding

For low contrasting documents, information contained in the neigh-
borhood of a specific pixel can be helpful in determining the bina-
rization threshold. Let g(x,y) denote the gradient magnitude, pro-
posed by Sobel operator [9], formed from the pixels in the neigh-
borhood of pixel (z,y). Large values of g(z,y) indicate that pixel
(z,y) is around the boundary between foreground and background
pixels. Based on the window size w* = 2r* + 1 determined in
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stage 1, compute
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When incorporating the information contained in the mean
tw= (g, z,y) and the standard deviation o~ (g, x, y) of local gra-
dients around pixel (x, y), we propose a binarization threshold

T@,y) = e (F,2,9) (1~ K (0w @ Gaan/n))

where M = max(,,)ep{tw (9, ,y) + ow=(g,2,y)} with D
denoting the input document. Decreasing parameter k" increases
the threshold 7T'(z, y) and the number of pixels identified as fore-
ground pixels increases. Thus when decreasing parameter k" from
some large initial value, the number of identified foreground pixels
increases sharply and becomes saturated as most of the true fore-
ground pixels are correctly identified as foreground pixels. If keep
decreasing the parameter k”’, the number of identified foreground
pixels may increase sharply again since the present noises are er-
roneously identified as foreground pixels. Let |F'G|(k”) denote
the number of identified foreground pixels using threshold T'(x, y)
on pixel f(z,y). Starting with kj = 0.2, iteratively decrease
the threshold by modifying the parameter k" according to &'y, =
(0.9)k. Denote by ki- and k3., with k7« > k5., the reflection

2 1"
points of the function |FG|(k"); that is, % Wk, =
2 1
% wi—pr = 0. Two thresholds T1(z,y) and T2(z,y)
=k,

for pixel (z,y) are determined by Eq. 9.

Let B; denote the binarized image produced by the threshold
Ti(z,y), i« = 1,2. Since Ti(z,y) < Ta(z,y), in image B
noises are suppressed but some true foreground pixels are not cor-
rectly identified. On the other hand, in image B2 almost all the true
foreground pixels are identified but in the meantime the noises are
about to be included. Two binarized images B and Bz are then
contrasted to deliver the final binarized image. Since Ti(x,y) <
Ta(z,y), if (z,y) is a background pixel in Ba, then (z,y) must be
a background pixel in B; and is very likely to be a true background
pixel in the document. Thus the pixel appeared to be a background
pixel in B> will be identified as a background pixel in the final bi-
narized image. Similarly, if (z, y) is a foreground pixel in By, then
(z,y) must be a foreground pixel in Bz and is very likely to be
a true foreground pixel in the document. Thus the pixel appeared
to be a foreground pixel in By will be identified as a foreground
pixel in the final binarized image. If (z,y) is a background pixel
in B; and a foreground pixel in Bz, then it can be a foreground or
a noise in the document. To tackle such pixels, a region-growing
scheme, based on the pixels which are identified as foreground pix-
els in both By and By, is proposed. For each pixel (z, y) identified
as a foreground pixel in both B; and B, images, a 3 X 3 window
centered at (x, y) is considered. Within the window, for each of the
eight pixels surrounding (x,y), if it is identified as a background
in By and a foreground in Bo, then it is identified as a foreground
pixel in the final binarized image. Furthermore, the region-growing
scheme will be applied to the newly identified foreground pixel by
the region-growing scheme. This proposed region-growing scheme
mends some true foreground pixels that are suppressed in B; when
suppressing the noises.
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(a) Test image 1
(#FG/N =11.03%)

(b) Test image 2
(#FG/N = 13.12%)

Figure 4: The test images

Table 1: The performance comparison of test image 1

Method  Precision  Recall ~ Accuracy F-measure
[3] 69.6861  78.4149  93.8572 73.7932
[4] 74.8738  57.3418  92.8991 64.9454
[5] 75.6668  65.1826  93.8480 70.0345
[71 58.9203  87.3272  91.8872 70.3649
[8] 62.6726  83.4845  92.6945 71.5968
Proposed  83.0143  79.3807  95.9345 81.1568

4. EXPERIMENTAL RESULTS

In this section, we empirically compare the proposed method with
six existing methods — Sauvola and Pietikainen’s method [3], Zhao
et al.’s method [4], Gatos et al.’s method [5], Chen et al.’s method
[7], and Moghaddam and Cheriet’s method [8]. All methods are
implemented by Borland C++ Builder 6.0 and run on a standard
PC with AMD Athlon 64X2 4800+ CPU(2.5 GHz) and 1.87 GB
of RAM. The test images include scanned machine-printed image
and blueprint image for which we create the true binary image
by human eyes. Test images 1 in Figure 4 is the blueprint im-
age of architectures with proportion #FG /N of foreground pix-
els, where #F'G is the number of true foreground pixels in the
document with N pixels. Test images 2 in Figure 4 is a textual
image with non-uniform illumination. The performance evalua-
tions are based on four accuracy measures: (a) recall, (b) precision,
(c) accuracy, and (d) F-measure. Recall is the proportion of cor-
rectly binarized foreground pixels within the true foreground pix-
els. Precision is the proportion of true foreground pixels within
the binarized foreground pixels. Accuracy is the weighted aver-
age of the proportions of correctly binarized foreground and back-
ground pixels within the true corresponding pixels with weights
proportional to the numbers of true foreground and background
pixels. The F-measure is the harmonic mean of recallz and pre-
cision. Let TP and T'N denote respectively the number of pix-
els that are correctly binarized as foreground and background pix-
els. And denote respectively by F'P and F'N the number of pix-
els that are erroneously binarized as foreground and background
pixels. Then we have recall = TP/(T'P + FN), precision =
TP/(TP+FP),accuracy = (TP+TN)/(N),and F-measure =
2 X recall X precision/(recall + precision). Empirical results are
listed in Tables 1 and 2 respectively.

Based on the empirical results, the following general conclusions
are obvious:

1. The proposed method has significantly higher F-measure than
the existing methods, indicating that the proposed method
achieves higher accuracy in both recall and precision.

2. In terms of accuracy, the proposed method is competitive
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Table 2: The performance comparison of test image 3

Method  Precision  Recall ~ Accuracy F-measure
[3] 96.5006  72.2408  96.0135 82.6268
[4] 85.1910 60.3617  93.4216 70.6586
[5] 90.8324  85.6041  96.9771 88.1408
[7] 43.8361  89.6292  83.5699 58.8767
[8] 749070  93.0555  94.9981 83.0008
Proposed  89.1313  88.9508  97.1267 89.0409

when compared to the existing methods.

3. For highly degraded documents such as test blueprint image
1, results in Tables 1 show that the proposed method achieves
higher precision with acceptable recall compared to the exist-
ing methods.

5. CONCLUSION

In this paper, a two-stage parameter-free window-based binariza-
tion method is proposed. In general, the proposed binarization
scheme is competitive when compared with the existing methods.
Specifically, the proposed method has good performance in both
recall and precision measures, resulting a higher F-measure.
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Abstract

The paper is devoted to intellectual algorithm for processing of
scanned images of various two-sided cards such as ID, bank,
business cards, etc. Card images significantly differ from common
document images and conventional approaches developed for text
document image processing do not operate well on card images.
Our technique provides a sophisticated arrangement of both
images of a card, front and back, for single-page and duplex
printing. The method detects location, skew angle and orientation
of card image. Orientation detection is based on Arabic numerals
segmentation and recognition. Recognition of numerals on card
images is a challenging problem, since often cards have complex
color background; digits can have arbitrary color and typeface.
For digits segmentation on complex background we apply
labeling of connected edge regions, whereas edge pixels are
labeled for dark numerals on light background and vice versa
independently from each other. We construct a decision tree with
a great generalization capability for recognition of each numeral;
it improves recognition for various typefaces. We propose a final
decision rule for image orientation detection based on recognition
outcomes.

Our algorithm operates very fast and outperforms OCR
applications ReadIRIS and FineReader in numerals recognition
and orientation detection for card images. Also our algorithm
works well enough for majority of originals.

Keywords: orientation detection, segmentation, numerals
recognition.

1. INTRODUCTION

Frequently consumers copy various two-sided card-size originals
such as identity cards, passports, bank cards, certificates, charge
cards, business cards, etc. Samsung Electronics has implemented a
special “ID Copy” function in MFP devices since 2004 year. User
places one card side on scanner glass that corresponds to top half
of A4 page and presses copy button. Image of card side is scanned
and stored to MFP memory. Further user places another card side
on scanner glass and presses copy button again. Image of another
card side is scanned. Page is rendered from the two images of both
card sides. The function operates well enough for all types of
originals.

However existing “ID Copy” function has some limitations. For
example, images of card sides are copied without any correction
of skew and orientation. Each side can have a skew, and copy
looks unattractive. Moreover it can appear in opposite orientations
or one side in landscape and other side in portrait orientation. So,
our aim is creation of an “Intellectual ID Copy” algorithm
providing a sophisticated arrangement of images of both sides for
single-page and duplex printing. The method should perform
parallel translation and deskew depending on orientation of card
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image. Fig. 1 illustrates intellectual two-sided card copy. Two
scanning passes provide images of front and back sides of card in
arbitrary orientation. On a copy both sides are placed upright
according to predefined layout.

1st scanning pass

= 1oP

copy

2nd scanning pass

Figure 1: Illustration of /ntellectual ID Copy function.

There are strict limitations on computational complexity of an
algorithm and memory size because it is intended for embedded
systems on ARM and MIPS-based SoC. Several hundreds
kilobytes of RAM are available only; and all image
transformation procedures should be performed in situ.

2. WAYS FOR ORIENTATION DETECTION

Key problem of intellectual copy is orientation detection for 4
possible orientations. There are a lot of publications devoted to
this problem for various types of images. Initially we collected
test set from about 300 card images and tried various approaches
for orientation detection.

Some existing techniques on orientation detection, for example,
[9, 10], are aimed at photographic images and strongly depend on
background of the card, therefore in general case they are
unfeasible for card images Another approach could use facial
images for orientation detection, since almost all ID cards have
face photo. However, face detector from OpenCV produced a lot
of false positives in our ID cards images in various orientations.
Additional conditions on skin tones and face size as in [3] allowed
to decrease significantly number of FP, but several faces were
detected in upright and upturned orientation identically. Fig. 2
demonstrates example of face detection for ID card rotated by 180
degrees.

Paper [1] describes computationally effective algorithm for
orientation detection of text document images. The algorithm
exploits an up/down asymmetry of text composed of roman letters
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and Arabic numerals. However, majority of card images has
complex color background; therefore detection quality of the
algorithm is low. In addition language origin significantly
influences its detection quality even on uniform background.

Figure 2: Example of face detection for upturned card.

OCR applications such as ReadIRIS and FineReader can detect
image orientation based on results of characters recognition for all
possible orientations. But presently embedding of full-functional
OCR for many languages in devices for low- and middle-end
markets is unfeasible. However, implementation of some
reductive character recognition procedure makes sense, since, as it
can be noticed, absolute majority of cards contains several Arabic
numerals.

We can recognize the following numerals which are rotation
noninvariant: ‘1°, ‘2°, ‘3°, ‘4’, ‘5’ “7’. Of course, such approach
has some limitations. For example, sometimes cards do not
contain any numerals or have rotation invariant numerals only.
Also, cards can have numerals in mutually perpendicular

S2: Document processing

directions. Fortunately, these are very rare cases: in our test set
only about 1% of images belong to these cases. So, we selected
Arabic numerals as the main attribute for card image orientation
recognition.

3. PROCESSING OF CARD IMAGES

3.1 General workflow

Front and back sides of card are processed identically. Fig. 3
demonstrates general processing pipeline for image of one side.
First of all, bounding box is detected. We slightly modified
traditional robust approach for Rol segmentation that employs
analysis of projections on horizontal and vertical axes [6]. The
next step is detection of skew-angle. Straightforward techniques
for skew-angle detection is to use projection profile analysis or
Hough transform. Comprehensive survey of skew-angle detection
problem was presented in [4]. Unfortunately, well-known
approaches do not work well enough for card images which have
complex color background. So, we proposed our own skew-angle
detection algorithm that is discussed in separate paper [7]. Third
step is deskew and translation by means of in place affine
transformations [2]. Orientation detection comprises numerals
segmentation, recognition for four directions and making decision
basing on recognition results. Finally, image is rotated if it is
necessary.

3.2 Bounding Box detection

Projections on horizontal and vertical axes are computed
according to the following formula:

Nr Nc
Ph(c)= Y, BW(r,c)> Pv(r)= Y, BW(r,c)

r=1 c=1

1. Bounding Box detection

\4

2. Skew angle detection

A

3. Deskew and translation

A 4

4. Orientation detection

5. Rotation

A

Figure 3. General processing pipeline for one side of a card.
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where (r,c) are pixel coordinates, Nr is number of rows, Nc is
number of columns, BW is binary image that is the result of
scanned image thresholding. On this stage we use fixed threshold
because we precisely know scanner characteristics. In order to
suppress some noise peaks we apply 1D erosion filter to both
projections:

Phf (¢) = min(Ph(c — 2), Ph(c — 1), Ph(c), Ph(c +1), Ph(c + 2)),
Pvf (r) = min(Pv(r — 2), Pv(r —1), Pv(r), Pv(r + 1), Pv(r + 2)),

Bounding box coordinates are calculated as follows:

Tmin = nvl/in(Nr —h,r ‘Pvf(r) > Nc/k),
r

Tmax = n@ax(h,r ‘Pvf(r) > Nc/k),
r

Crmin = rgin(Nc —h,c|Phf(c)> Nr/k),
c

Crmax = n'éax(h,c ‘th(r) > Nr/k),
c

where coefficient & depends on scanning resolution, h>0 is
introduced to prevent detection of possible shadow areas near
platen boundaries.

We implemented two additional functions based on bounding box
coordinates: blank page detection and image clipping detection: If
Pmin > Pmax OT Cmin > Cmax then image is blank page; If 1y == Nr
then it is possible that card image is clipped in central part of
scanner platen.

3.3 Numerals segmentation

There are several challenges for numerals segmentations: often
cards have complex color background; numerals can be dark on
light background or they can be light on dark background;
typefaces can differ significantly. To segment digits on complex
background we apply two labeling procedures to grayscale image
that is a result of high-pass filtering of brightness channel of
deskewed image.

Fig. 4 shows flow-chart of our numerals segmentation procedure.
At the beginning we process image by FIR high-pass filter.
Convolution kernel here looks like Laplacian with negative
central element and depends on scanning resolution. Next step is
labeling of connected regions for pixels of filtered image which
are greater then threshold T1. These pixels correspond to inner
edges of dark symbols on light background. Third step is labeling
of connected regions for pixels which are less then predefined
threshold -T1. These pixels correspond to inner edges of light
symbols on dark background. For each connected region from
both labeled images bounding box is calculated; and regions with
appropriate bounding box size and aspect ratio are selected.
Thresholds for bounding boxes selection criteria are chosen
keeping in mind typical size of numerals on card images from 5 to
20 pt.

Fig. 5 illustrates numerals segmentation steps. To minimize
memory requirements and processing time we implement two-
pass labeling scheme. First pass is HPF and calculation of
bounding boxes of connected regions for dark and light symbols
separately. Second pass is labeling of selected appropriate regions.
Such approach is different from conventional ways, which use
global or local tresholding of brightness channel as, for example,
in [5]. As a result of our segmentation bodies of numerals contain
a lot of holes and boundary breaks. However following
recognition procedure is robust to such possible defects. Great
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Great advantage of our technique is successful segmentation both
dark and light symbols on complex color background.

High-pass filtering of brightness channel

l

Labeling of connected regions for pixels of filtered image
which are greater then threshold 7'/

l

Labeling of connected regi ons for pixels of filtered image
which are less then threshold -7/

l

Selection regions with appropriate size of bounding box

Figure 4: Flow-chart of numerals segmentation.

Class: D
168575662

Class:D

Class D

168575662

Figure 5: Tllustration of numerals segmentation steps.

3.4 Arabic numerals recognition

Initially we stored about 50000 images with connected regions
from our test card images by means of segmentation method as
described above. Further images with numerals were selected
manually. We tried several machine learning techniques for
classifiers construction. However, those classifiers tend to
overfitting: quite frequently symbols with typefaces absent in
training set triggered false negative errors. So, for recognition of
each numeral we constructed a decision tree with a great
generalization capability. For some digits we created multiple
trees, and it significantly improved recognition capability,
allowing correct answers for numerals of completely different
typefaces and even handwriting numerals.

‘/.fz()
12, «— /2
72,

Figure 6: Features for ‘2’ numeral.
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For recognition of digit ‘2’ we calculate the following features,
which are shown on fig. 6:

2Mr/3 2Mr/3—r+l1

f21 =Mr/Mc, f27="3 S F(r,c),
r=Mr/2 c=1
Mr  Mc Mr-1 Mc
f2,=max( Y Y F(r,c); Y Y F(r,c))/(2Mc),
r=Mr—1c=l1 r=Mr-2 c=1
3Mr/4 c¢-3Mr/5
f23: Z ZF(M}"—F,C),
c=3Mr/5 r=0
2 2 2 Mc
f24=2 2 F(r,0)+ Y Y F(ro),
r=le=1 r=le=Mc-1
2 2Mc/3 3 2Mc/3
f25=max(d, Y F(r,c) Y Y F(r,c)/(2(Mc/3+1)),
r=le=Mc/3 r=2c=Mc/3
2Mr/5  Mc 2Mr/5  Mc-1
f2e=max(" Y SF(rer Y LF(re)(AMr/5+D),
r=Mr/5c=Mc-1 r=Mr/5c=Mc-2

where F is binary image of connected region, Mr x Mc is size of
the image F.

If the following rule is true then connected region F corresponds
to 2°: f2>=1.1 and f2,<=2.2 and f2,>=0.65 and f2;==0 and
12,==0 and f25>0.65 and f2,>0.55 and f2,==0. Similar feature sets
and decision trees were created for other numerals [8].

3.5 Orientation detection

We recognize numerals for each connected region for four
orientations 0°, 90°, 180°, 270° and calculate number of
recognized regions. Finally we make decision about card image
orientation Q based on numbers of recognized regions for each
orientation according to the formula:

Q= argmax (I (WNy@)+wyNy(i)+w3N3(@@)+wyaNyg(@)+

i€{0,90,180,270}
+wsNs5(i) + wy N7 (D)) x (sign(N (i) + sign(N, (i) + sign(N3 (D)) +
+s5ign(N 4 (1)) + sign(Ns (1)) + sign(N7 (i),
where N,(i), N,(i), Ns(i), Ny(i), Ns(i) and N,(i) are numbers of
recognized regions as numerals ‘1°, 2, 3’, ‘4, 5’ T
accordingly for orientation /; w,_; are weights, which are defined
during testing on our set; w; and w; are smaller than other weights
because probability of false positive error is higher for ‘1’ and ‘7’
in comparison with other digits. Detection of several various
digits indicates orientation with high probability because sum of
recognized regions for each digit is multiplied by quantity of
recognized various numerals.

Obviously, the technique can be extended easily by means of
recognition of ‘0’, ‘6’, ‘8’ and ‘9’ numerals for 90° orientation.
Also there is no problem to add recognition of several characters.

4. RESULTS AND CONCLUSION

Our algorithm operates very fast. Processing time for 6.2 MPix
(2500 x 2500) RGB image is in range 0.2 - 0.3 s on PC with
single-core P4 3.2 GHz. Application requires about 165 Kb of
additional memory only.

99% of card images with numerals from our test set are processed
correctly. We compared our digits recognition, orientation
detection for upturned images and deskew outcomes for 75
images with the results of well-known OCR applications
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ReadIRIS 11 and FineReader 10. Totally 1137 concerned
digits are on the test images. In addition OCR applications
recognized several English characters. Our approach detected
numerals only. Table 1 contains comparison of operation quality
for our algorithm, FineReader and ReadIRIS. Our method
outperforms respected OCR applications. It is clear that those
OCR packages have a lot of features and are not specifically
intended for processing of card images. However, proposed
algorithm demonstrates the same advantages in processing any
originals with complex color background.

Our balanced solution allows to create intellectual two-side card
copy function for modern MFP devices. Such functionality is
attractive for consumers.

TABLE 1 COMPARISON OF NUMERALS DETECTION QUALITY AS WELL AS
ORIENTATION DETECTION AND DESKEW

Numerals Orientation Deskew, %
detection, % detection, %
Proposed 87 99 99
ReadIRIS 74 72 69
FineReader 63 69 68
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Abstract

Skew is a common defect of scanned images; therefore, deskew is
a mandatory function of any scanning solution. Frequently users
scan cards such as identity, bank, charge and business, etc. Often
images of cards differ from common document images; and
conventional deskew techniques do not perform well enough,
especially for cards with light background. We propose a new
robust skew-angle estimation algorithm based on iterative analysis
of distance arrays for each column from top and bottom of
extended bounding box to the nearest foreground pixel. Also
rotation in situ is discussed that has minimal requirements to
memory and is suitable for implementation in embedded system.
Performance of proposed method corresponds to the best
solutions in OCR and scanning software.

Keywords: Deskew, Rotation in place.

1. INTRODUCTION

Frequently consumers scan and copy various card-size documents
such as postage cards and stamps, identity cards, passports, bank
cards, certificates, charge cards, business cards, etc. The card
image may be skewed by some angle due to inexact placing on the
platen of a device. Skewed images should be corrected i.e. deskew
has to be done. That is why deskew is mandatory function of any
scanning solution and sometimes it is embedded in copying
devices. Fig. 1 demonstrates deskew of a card image.

Card images have rectangular form like majority of document
images, but usually card images significantly differ from
conventional text document images: they have complex color
background, number of text symbols is relatively small, and size
of symbols can vary significantly, a lot of additional graphic
elements present. That is why very often well-known deskewing
methods fail.

We propose new fast and robust deskew algorithm intended for
card images, but it operates well for any types of documents. Our
technique is suitable for implementation in embedded systems
because it has low computational complexity and requires small
amount of memory due to in situ rotation approach.

2. RELATED WORK

There are plenty publication devoted to deskew algorithms. The
key problem is reliable skew-angle estimation. A survey [4]
classifies about 50 techniques in four groups: projection profile
analysis, Hough or Radon transforms analysis, feature point
distribution and orientation-sensitive feature analysis. All
algorithms assume that an input document contains some amount
of text. Recent publications [1, 3, 5, 6, 8] contain some
improvements and specifications, but, in general, they use similar
assumptions and approaches. A lot of modern techniques rely on

42

text areas detection as first step and make skew-angle estimation
for those areas only.

Figure 1: Example of deskew of card image.

Initially we collected test set from about 300 skewed card images
and tried to apply those four general approaches to the test
images. We did not do formal measurement of outcomes, but we
evaluated applicability of each approach for our task only.

A straightforward solution for determining the skew-angle of a
binary document image is to use a projection profile. Each
element in the vertical projection profile is a count of the number
of black pixels in the corresponding row of the image. This profile
has the maximum energy when the text lines lie horizontally. In
order to find skew-angle, the image or projection axis is rotated by
a small step. Usually card image contains a lot of various objects
on complex color background. It leads to noisy objects in binary
image around and between text lines. Frequently maximum of
projection profile energy does not correspond to zero-angle. Only
about for 50% of card images skew-angle can be estimated with
high precision by means of projection profile analysis.

Preliminary detection of text blocks makes outcomes a little bit
better. For document segmentation we used approach described in
[7]. Its performance corresponds to well-known OCR applications
FineReader and ReadIRIS, but for images with complex
background it is too hard to segment text areas only. In this way
skew-angle is estimated well enough for about 65% of card
images; and this result is not acceptable. Moreover, projection
profile calculation for a great number of angles requires big
computational resources. So, projection profile analysis is not
applicable for our task.

Another class of technique for skew-angle detection reduces the
number of operations that are performed in a projection analysis
by first extracting the x-y coordinates of connected regions in an
image. All subsequent computations are performed on those
coordinates. Nearest objects are connected in chains or graphs.
Skew-angle is calculated by means of approximation, for example
by application of LSM. This technique is faster in comparison
with profile analysis, but nevertheless computational complexity
is high because labeling, chains and approximations are complex
procedures. Skew-angle estimation outcomes are not so good too
due to the same complexities.
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The Hough transform is a well-known technique. In particular, it
is used to detect straight lines. Techniques based on Hough
transform operate well when edge detection is a preprocessing
step to obtain binary image. Outer edges of cards have maximum
magnitude in Hough space. Unfortunately, for cards with white
background often outer edges are not detected at all. In this case
inner noisy objects can lead to wrong skew-angle estimation. Fig.
2 shows two examples of improper skew-angle estimation by lines
detection via Hough transform. Detected lines are marked by
green. Only part of the lines is applicable for skew-angle
estimation. Nevertheless for our test set the method based on
Hough-transform allows to estimate properly about 95% of card
images. Computational complexity of the algorithm for high-
resolution image is high enough. Usually downsampled image is
carried out to decrease processing time.

Figure 2: Examples of improper skew-angle estimation by lines
detection via Hough transform.

Another type of approach for determining the skew angle detects
the presence of local orientation-sensitive features in an image
and uses their angles to vote for the skew-angle estimation. Such
approach combines aspects of the feature extraction techniques
and methods based on Hough transform. Several our
modifications of orientation-sensitive feature analysis provided
correct skew-angle estimation above 90%. Such way is promising;
and we generated our own approach based on main concepts of
orientation-sensitive feature analysis.

Bounding Box extension

l

Distance calculation for each column from top
and bottom of BBox to the nearest object pixel

l

Minimal filtering of the distance arrays ‘

l

’ Calculation of derivative for distance arrays ‘

l

’ Selection of straight ranges on distance arrays ‘

l

Calculation of angle for each range ‘

l

’ Robust estimation of skew-angle ‘

Figure 3: General scheme of skew-angle estimation.
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3. SKEW-ANGLE ESTIMATION

3.1 General workflow

Let’s we have card binary image BW. This image is computed by
thresholding the brightness channel or edge detection. Usually
combination of both techniques provides a better result. Bounding
box is calculated via projection profile analysis. Fig. 3
demonstrates general scheme of skew-angle estimation.

In order to guarantee presence of image of entire card side inside
bounding box we first extend bounding box:

Cemin = MaX(L, Cmin — (Cmax —Cmin)/4)
Cemax = MIN(NC, Cmax + (Crmax —Cmin)/4)
remin = MaX(L, fmin — (fmax — Ymin)/4) »

remax = MIN(NT, max + (fmax — min)/4) »

where ¢ is column index, r is row index. Nr — number of rows in
image; Nc — number of columns in image, Cmin, Fmin are
coordinates of left-top corner of initial bounding boX, Cmax, Mmax
are coordinates of right-bottom corner.

We calculate skew-angle by means of analysis of distances from
top and bottom of extended bounding box to the nearest
foreground pixel (see fig. 4). Such approach detects angle of outer
edges when they are present. If background of card image is
white then distance arrays reflects angle of inner objects. Iterative
statistical estimation of angles of some number of objects allows
to find skew-angle with high precision or to make decision about
absence of skew or non-rectangular form of the image.

Figure 4: Distances from top and bottom of extended bounding
box to the nearest foreground pixel.

3.2 Distances calculation

Arrays of distance from top and bottom of bounding box
correspondingly are calculated by the formulae:

Dt(c) = min((remax — remin), Min(r|BW (r,c) =1)):
refremin.remax]

Db(c) = min((remax — remin), Max(r \ BW (r,cemax —C) =1)),
refremin.remax]

where ¢ € [cemin: cemax] -

In order to suppress some noisy peaks we apply 1D erosion filter
to both arrays:

Dftf (¢) = min(Dt(c —h),..., Dt(c),..., Dt(c + h)),
Dbf (c) = min(Db(c —h),..., Db(c),..., Db(c + h)),

where aperture depends on scanning resolution, for 300 dpi h = 4.
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3.3 Selection of straight line ranges

In order to detect straight ranges on distance arrays we calculate
derivatives for these arrays:

dDtf (c) = Dtf (c+h) — Dtf (c—h) ,
dDbf (c) = Dbf (c +h) — Dbf (c—h).

Strictly speaking, dDtf and dDbf are not derivatives but finite
differences. However, similarly to a lot of publications in image
processing we will reference them as derivatives.

Straight line ranges are selected according to the following
statements:

{St(i)}:{v\thf (c)\ <k, (st2(i) —stl(i)) > k2,
ce[sti(i), st2(i)]
Dtf (st2(i)) < 3(remax — remin)/4}.i =1..Nt,

{Sb(j)}={V\dDbf (C)\ <Kk, (sh2(j)—sbl(j)) > k2,
ce[sbl(j),sh2(j)]

Dbf (sb2(j)) < 3(remax — remin)/ 4}, j =1..Nb,
where {st1} and {sb1} are coordinates of beginning of straight line
ranges on distance arrays from top and bottom of bounding box
correspondingly, {st2} and {sb2} are coordinates of ending of
straight line ranges on distance arrays from top and bottom of
bounding box, correspondingly, Nt and Nb are numbers of straight
ranges on distance arrays from top and bottom of bounding box,
correspondingly; constants k1 and k2 depend on scanning
resolution, for 300 dpi k1 = 10, k2 = 50.

Fig. 5 shows plots of distance from top array and its derivative as
well as two ranges of straight lines.

202
st1(1) st2(1)St1(2) 2@

. dDtf

% 200 00 600 80 1000 1200 1400 1600

Figure 5: Distance and derivative of distance arrays.

3.4 lterative estimation of skew-angle

For each straight line range we compute adjacent cathetus dx,
opposite cathetus dy and angle a:
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dx(i) = st2(i) — sti(i) — 2k1,
dx(j + Nt) = sb2( j) — sbi( j) — 2k1.,

dy(i) = ﬁé DIf (st2(i) — k1+ k) —

z
1 3 D sta(i) + kL4 ),
2z+1, 2,

. 1 Z .
d Nt) = —— Dbf (sb2(i) —k1+k
y(j+Nt) 2z+1k=2_2 (sb2(i) —k1+k)

_Ll 5" Dbf (sbi(i) + K1+ k),

27+ K=—7
a(n) =arctg(dy(n)/dx(n)), N =Nb+ Nt, n=1..N,

where N is total number of straight line ranges for both arrays of
distances from top and bottom of bounding box; z is number of
points for averaging, z depends on scanning resolution, for 300
dpiz=2.

We propose rule for reliable skew-angle ¢ estimation: ¢ is
weighted average of angles which differ from ¢ by variance less

than 1. For appropriate angles selection iterative procedure is
used. Initial estimation is calculated as:

N N 1 N
o= Ya)xd(n)/ Xdxn) s=—=— |3 (p-a)?"
n=1 n=1 N-1 n=1

If 0 > 25 then special processing for positive and negative angles
which are close to 45° and -45° is performed:

bp(x):{l’xz% | bn(x):{o,x<—38 |

N N
qap = >bp(a(n)), gan= > bn(a(n)),

n=1 n=1

N N
sap = > a(n)xbp(a(n)), san= > a(n)xbn(a(n)),

n=1 n=1
if gap > 0 and gan > 0, then /=0, if sap > san, then
@ =sap/qap, otherwise p=san/gan, where bp and bn are
functions for indication of big positive and negative angles,
correspondingly; gap and gan are numbers of big positive and
negative angles; sap and san are sum of big positive and negative
angles.
Iterations are continued while variance 6 > 1 and array a(n) is not
empty: if (a(n) <@—2o) or (a(n) > ¢+ ) then a(n) and dx(n)
are excluded from corresponding arrays; further we make new
estimation of weighted average of angles ¢ and variance ¢ as
above. In case when angles significantly differ from each other, all
angles are excluded from «(n) on some iteration. It corresponds to
a situation, when we cannot make decision about skew-angle.

4. ROTATION IN PLACE

Image has to be rotated by minus skew-angle. Usually for rotation
by angle ¢ the following transformation matrix is used:

cose —sing |,
sing  cose

X yl=I[x y]{
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X Shear

=

Figure 6: Example of rotation by two shears.

However in this case additional memory buffer for at least a part
of rotated image is necessary. It can be impractical for copying
devices where memory size is limited and/or operations with
memory are relatively slow. It is preferable to use the same
memory buffer where initial image is stored. Such algorithms are
named ‘in place’ or in situ. Several papers describe decomposition
of transformation matrix on two or three shears. Practical
approach for rotation via two shears for rows and columns
separately is proposed in [2] (see fig. 6 for example). The
approach applies the following decomposition:

- cosp 0|1 —tang]|.
D yl=[x y][sin(p 1}{0 SeC(p:|

Various interpolation algorithms can be applied during rotation.
Bilinear interpolation is good trade-off between image quality and
processing speed. Application of this technique allowed us to
meet strong limitations of embedding systems.

5. RESULTS AND CONCLUSION

Proposed algorithm is extremely fast. Processing time on ARMv7
800 MHz for 1920x1080 RGB 24 bpp image is about 0.3 s
without application of SIMD instructions. For 300 dpi scanning
resolution our method requires about 150 Kb of additional
memory only. So, it is applicable not only in software but also in
firmware of embedded systems.

For conventional A4 and Letter-size document images paper [4]
claims that a skew by as a little as 0.1° is noticeable for observer.
Size of card images is smaller; and according to our investigation
skew-angle of 0.1° is almost unnoticeable for naked eye. Survey
among 14 observers has shown that skew-angle in 0.4° of card
images is critical for visual perception.

For evaluation of deskew quality we randomly selected 10 cards
from our test set and processed these cards by scanning software
of the scanners HP ScanJet G4010, Epson Perfection V300 Photo
and Canon CanoScan 8800F. Also we checked deskew function in
well-known OCR applications ReadIRIS 11 and FineReader 10.
We calculated percentage of deskewed images, average angle after
deskew and percentage of cases, when angle after deskew is less
than 0.4°. Table 1 contains results of our investigation. Our
solution shares the first place with HP software and ReadIRIS.

We tested proposed algorithm for various types of document
images different from card images. Proposed technique works
well for all types of documents that we tested. Moreover, we
applied this deskew technique for deskewing several rectangular
objects placed on scanner platen and obtained good results. At the
same time proposed algorithm is simple enough. Its
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implementation on C programming language contains about 400
lines only. So, it is an effective approach for plenty of
scanning/copying applications and several other image correction
tasks.

TABLE 1 DESKEW QUALITY

Averaged Deskewed Angle after

angle after ~ images, %  deskew is less

deskew, ° than 0.4°, %
HP G4010 0.2 100 90
Epson V300 35 40 30
Canon 8800 1.3 90 50
ReadIRIS 0.2 100 90
FineReader 2.2 60 60
Proposed 0.2 100 90
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Abstract

The new lighting simulation result interrogation technique called
Ray Maps is described. These maps can be effectively used in
physically accurate optic simulation system based on forward and
backward Monte-Carlo ray tracing. In particular the Ray Maps
can increase efficiency for photo-realistic images creation, fast
analyze of light characteristics on the radiation detector with
variable parameters, studying the fine details of the light
propagation in the complex scenes and so on. The example of Ray
Maps usage is Ray Visualization intended for the complex optical
system design. This example is considered in details in the paper.

Keywords: Monte Carlo ray tracing, Lighting simulation, Global
illumination, Photo-realistic images, Interactive scene analysis,
Ray Maps

1. INTRODUCTION

Monte-Carlo ray tracing, both forward and backward ones, is
widely used in various systems for physically accurate simulation
of light propagation in complex scenes [Pharr 2004]. These
methods are used for simulation of global illumination, photo
realistic images generation and simulation of complex optical
devices. Optical simulation of light transportation using Monte
Carlo ray tracing usually requires considerable time. Long
calculation time is especially critical if Monte Carlo ray tracing is
used in rendering like described in [Hashisuka 2009]. In such a
case the additional techniques should be elaborated to improve the
effectiveness of the user interaction with such system.

The main idea of our approach is to store the set of rays traced by
the Monte Carlo method together with the necessary
supplementary data. After that the other subsystems of the optical
simulation can be used for quick interrogation of calculated
results as well as the ways of light propagation in a scene. This
stored data can be called Ray Maps. It should be pointed that the
set of the supplementary data to be stored together with the array
of traced rays depends on the goal for which these data will be
used. The volume of the stored data can be very large and the
efficiency of the following processing strongly depends on this
volume. The storing format of this data also is critical in the terms
of further processing efficiency and therefore should be elaborated
taking further processing into account. The present paper
considers in detail only Ray Maps creation during forward Monte
Carlo ray tracing and their post processing for the purpose of ray
visualization system. Although the proposed approach can be
used for other goals as well. Certainly the data set and the storage
format depends on the certain purpose. More precisely it is
determined by the post processing effectiveness. In the case when
the stored data are used frequently (for example, the realistic
images creation for several camera positions is the typical task)
the access to the data should be accelerated by using special
accelerated structures like, for example, BSP tree [Havran 2000].
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2. DATA FOR RAY VISUALIZATION SYSTEM

The ray set in our Ray Visualization system [Voloboy at al 2009]
is stored as segments set and contains the following data:

1. Segment color. The Monte-Carlo simulation in our
system can be done in two color spaces — RGB and
spectral ones. Even if the spectral color mode is used
during simulation the user can request to store Ray
Maps in the RGB format. This allows decreasing the
stored data size. In the same time for ray visualization
purpose the RGB format is sufficient. The spectral mode
of segment representation which is also possible may be
needed for more detailed investigation.

2. The light source emitted the given ray.

The geometry object from which the ray segment starts
(if exists).

4. Triangle index for the geometry object from which the
ray segment starts.

5. 3D point coordinates for the segments start and end
points.

6. Normal to the surface in the ray/surface intersection
points.

7. Optical surface properties for intersected surfaces.

8. Ray transformation type on the given surface — diffuse
refraction/reflection,  specular  refraction/reflection,
Fresnel refraction/reflection, BRDF/BTDF diffuse and
specular refraction/reflection, absorption on the surface.

9. Transformation type in the medium — absorption or ray
scattering.

10. Optical properties of the medium along the ray
propagation.

11. Virtual radiation detectors intersected by the given ray
segment and parameters of the given intersection.

This data is used for the two purposes:

1. For checking ray visualization criterion — only rays
satisfied to the criterion defined by user should be
visualized.

2. For Ray Tracing Report creation. User can investigate
the history of the ray path in details in the report where
information about all visualized rays satisfied to the
given criterion is collected. In particularly the user can
be interested in light source which emit the given ray, in
transformation which occurred on the surface or in the
media, in ray segment color (RGB and spectral), in
surface/medium optical attributes and so on.
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3. DATA STRUCTURES AND STORING

The number of ray segments created during Monte Carlo ray
tracing can reach millions or even billions in some cases. So the
Ray Maps created by Monte Carlo ray tracing have to be stored on
the hard disk during simulation and then loaded for analyzing as
needed. It should be pointed that while the most part of the
segment data of the traced ray has fixed size, the data described
the intersections with the radiation detector has variable length —
it is possible that the given ray segment does not intersect the
radiation detectors at all or does intersect several such detectors.
The data describing the ray segment color has variable length also
because the spectral color description as well as RGB color
description is possible according user request. Moreover in
common case the user can switch color mode storing in any
moment during simulation. In the result one part of ray segments
will contain the spectral data while another one — RGB data. Due
to variable length of additional data each portion of traced rays is
stored in the three parts. The first part contains basic ray segment
descriptions of fixed length and links to variable additional data.
The structure of basic description contains the following data:

1. Segment color in RGB format. The RGB color is
needed to visualize the ray trajectory on display.

2. Index of light source emitted the ray.
3. The index of object from which the ray segment starts.

4. The index of the triangle for an object from which the
ray segment starts.

5. 3D coordinates of the beginning of the ray segment.

6. Normal to the surface in the ray segment beginning
point, if it corresponds to ray/surface intersection.

7. Ray transformation type on the surface or in the medium
which cause the given ray segment (in particular, it can
be absorbed on the surface, in the medium or the ray
can left the scene).

8. Index of the first descriptor of the ray intersections with
the radiation detectors.

9. The number of detectors intersected by the ray segment.

The second portion part contains a description of ray (segment)
intersections with radiation detectors. It is an array of structures of
fixed length. This structure contains the following data:

1. Index of radiation detector
2. Radiation detector cell index

3. The angle between the ray and the normal to the plane
of the radiation detector.

4. The 2D coordinate of intersection of ray segment with
radiation detector plane (local coordinates of the
intersection point in the rectangle of the radiation
detector coordinate system)

5. Was the intersection registered by the radiation detector
or not.

This structure is used for each ray intersection with the each
radiation detector. The array of these structures together with
fields 8 and 9 in the previous structure provides information about
ray/detector intersections in relatively compact form.

The last third part of the recorded data for each portion contains a
description of a spectral color of ray segments in case of the
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spectral simulation was performed and storing of spectral data
have been requested by the user.

The described above data provides storing the results of Monte
Carlo ray tracing in compact form. In the same time the data
contains the complete information necessary for the post
processing. During ray visualization and analysis user can set
different criterion for the ray visualization. The criterion consists
of the following set of elementary events:

1. Ray was emitted by the specified light source.
2. Ray intersected the specified face of the optical device.

3. The ray intersected the pointed part of a geometric
object of optical system, and the specified optical ray
transformation took place.

4. The ray intersected the specified radiation detector or
some its area.

5. The ray intersected any surface which have the specified
set of optical properties, and the specified optical ray
transformation took place.

6. The ray undertook the specified optical ray

transformation  (diffuse or specular reflection,
absorption, etc.) on the one of the objects of the optical
system.

User can apply for these events, their logical negation,
intersection (/) and union (\~) with an unlimited number of
operands. In the result only the rays that satisty to final logical
expression will be visualized.

The user can also interactively change the conditions of
registration of radiation at the radiation detector, for example, the
resolution of a radiation detector, the angle of registration, show
results only for the given light source. Also it is possible to obtain
the different statistical data for rectangular and elliptical region of
the radiation detector.

The changing of the ray visualization criterion or parameters of
the radiation detector does not require new simulation, because
the all necessary data are already presented in the saved data (Ray
Maps) and can be processed relatively quickly to obtain the
requested information.

There is an important aspect concerned to the effective simulation
result saving in the form of Ray Maps — the size of file with stored
data. For the 1 million rays (in average ~5 million segments) it
requires ~220Mb if simulation was done in RGB space, and
~540Mb in spectral simulation mode with 33 wavelengths. Here
the main problem is not in the required disk space, but in the time
(speed) of the recording itself. It should be also taken into account
that the Monte Carlo ray tracing typically uses multi-threading
and distributed computing on multiple computers (the number of
threads, used in Monte Carlo ray tracing is the total number of
processors on all computers involved in simulation) while
recording (and reading) typically uses the single thread. So in
some cases storing the data to the disk becomes a bottleneck that
limits the speed of simulation.

To overcome this problem in our system the data compression is
used before writing it to disk. Directly Monte Carlo ray tracing is
performed in our system by portions of a number of rays. The
portion size is tuned during simulation depending on the different
parameters such as the required accuracy, the ordered number of
rays, number of available processors etc. Each portion is
calculated in a separate thread (in general case on different
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computers) almost independently. In this situation we applied the
compression for each portion of the traced rays in calculating
threads. Already compressed data is transferred to the main thread
for storing to the disk. As a result the storing the data to disk
became shorter and does not de-accelerate lighting simulation, at
least for the typical case of four calculations threads in one
computer. After compressing the file size in the case of simulation
in RGB space was decreased from 220Mb to S0Mb and in spectral
case from 540Mb to 51Mb. The total simulation time practically
was not affected in RGB case and accelerated in spectral case. The
time spend on the compression performed in parallel in multiple
threads were compensated by the acceleration of the data writing
on the disk performed by the single thread. To compress the data
the free cross-platform data compression library, created by Jean-
Loup Gailly and Mark Adler, zlib [Z1ib 2010] was used.

4. RESULTS

Ray Maps creation and further its processing in Ray Visualization
module was implemented in our lighting simulation system
[Voloboy, Galaktionov 2006].

During testing on many scenes it was confirmed that the time
spent for the Ray Maps writing to the disk performed in a separate
thread is almost negligible for the forward Monte Carlo rays
tracing executed in parallel threads. For example if four threads
(Intel Core2 Quad Q9550 2.83GHz) are used for Monte Carlo ray
tracing and one more thread for data storing in uncompressed
state then we often get situation when four calculation threads
have to wait until storing thread has completed writing of
previous data portion. As the compression reduces the size of
recorded data in ~4.5 times for RGB mode and in ~10 times in
spectral mode the data storing thread provides writing all
necessary data to disk without suspending the work of simulation
threads. The situation is explained by the fact that the processor
spent small fraction of time for writing data to a disk.

It should be noted that the computational threads spend some time
on compression. For very simple scenes and simulation in RGB
mode compression time can be up to 50% of simulation time. But
time spent for compression is determined mainly by number of
segments and wavelengths for a ray portion while simulation time
is determined by scene complexity. For example for simulation in
spectral mode only 25% of CPU time is spent for
compression. For complex real scenes this per cent decreases
more. These costs are justified if four processors are used which is
typical for modern computers. According to our estimates a
recording thread will provide effective work till 6 - 8 simulation
threads especially when the spectral simulation will be done with
a large number of wavelengths.

The following results were obtained for typical scenes for
simulation in RGB space (on 1000000 rays, ~5000000 segments):

1.  Monte Carlo tracing time is and ~5-10 seconds in case
of simulation of typical scene with surfaces described by
complex optical attributes (BRDF).

2. Post processing. Loading time is 1.6 sec without
compression. Compression (decompression is needed
during loading) increases the whole loading time to
~2.3-2.4 seconds.

3.  Post processing. Criterion analyzing time is ~1.2-1.3
seconds if a single elementary event is used. Each
additional elementary event used in criterion increases
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processing time on ~0.5-0.6 seconds. This time is
required if all 1000000 rays will be processed. Typically
only small part of rays should be processed to obtain
requested number of output rays satisfying to the
specified criterion.
Therefore the proposed Ray Maps technique is an effective tool
for interrogation of simulation results calculated by Monte Carlo
ray tracing. This is important for design of complex optical
devices. The biggest benefit of the proposed approach takes place
in the spectral simulation and if optical properties of surfaces are
described by the complex bidirectional reflectance distribution
functions (BRDF) of large size. Another case when advantage of
our approach is significant is volume scattering in a complex
multi component media. In all cases when the time of simulation
by the Monte Carlo ray tracing is large and the results should be
used multiple times the usage of Ray Maps increases efficiency of
the simulation system.
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The Figure 1 and Figure 2 illustrates the user possibilities to
control the set of visualized rays by using the Visualization
Criterion Editor. The user can set different criteria for ray
visualization. The following set of elementary events can be
selected in the dialog on Figure 1:

e  light source emitted ray,
e intersection with specified geometry part,

e intersection with the surface with specified optical
properties,

e special events along the ray path (killed ray or
transformation).

For events it is possible to select special type of transformations
by using the dialog presented on the Figure 2.

Also it is possible to construct logical expression from elementary
event as it is shown in right part of dialog on Figure 1.
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Figure 3: Our ray visualization system in CATIA.

The Figure 3 illustrates the elaborated by us plugin for industrial
CAD system CATIA [CATIA]. The dialog of radiation detector in
the top-right corner lets you to choose the rays passing via the
specified detector area additionally to the ray criterion specified as
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it is shown on the Figure 1 and Figure 2. The Ray Tracing
Report located at the lower left corner of the image provides
detailed analyzing of the events, the optical properties of surfaces
and media along the ray trajectory. All rays in this report
correspond to the displayed rays and satisfy to the criterion set by
user. The ray segment color can be represented both in RGB and
spectral formats.

5. FUTURE WORK

Currently the suggested approach is used in the ray visualization
subsystem. We suppose to adapt the Ray Maps technique for
photo realistic images generation for scenes with complex optical
surface and media properties. We also plane to use Ray Maps to
allow post processing variation of radiation detector parameters
such as detector resolution, the angles of registration, etc.
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Abstract

The solution simulation of the global illumination equation by the
local estimation of the Monte Carlo method is analyzed in the
paper. Local estimation methods allow implementing simulation
at the arbitrary reflectance law and directly calculating luminance
in every point and direction of 3D scene. The local estimations are
more effective methods than straight modeling. Their usage does
not demand the mesh creation for the illumination map formation.
The possibility of 3D object representation on the basis of the
spherical harmonics is also considered in the paper. The spectral
representation possesses the essential advantages for some object
classes. The algorithms of the local and double local estimation
with the usage of object representation on the basis of the spheri-
cal harmonics are implemented in the framework of paper. This
algorithm allow realizing the physically adequate modeling of the
global illumination equation solution and calculating the lumin-
ance directly that opens new horizons both in the photometry and
computer graphics.

Keywords: Global Illumination, Monte Carlo, Local estimation.

1. INTRODUCTION

3D scene simulation is inherently the calculation of object lumin-
ance on the basis of the solution of the global illumination equa-
tion, which is an integral equation of the second order [1]:

(N, 1)l 1)

Lir,D)=Ly(r,D)+ ljL(r,i’)a(r;i,i')
T

where L(r,i) is the luminance at the point r in the direction i,

O'(r;i,i') is bidirectional scattering distribution function (reflec-
tion or transmittance), L, is the luminance of the direct radiation
straight from sources.

The equation (1) has no analytical solution at an arbitrary law of
reflection, so the methods of numerical simulation are used. The
Monte Carlo methods, direct and reverse ray tracing are the most
popular among them.

The reverse ray tracing suffers from basic defects connected with
that the sizes of light sources as a rule are sufficiently small and
the expectancy of hitting in the source is very low.

In case of the direct simulation the scene is divided into elements,
in which the photon hits are calculated. As a result the illumina-
tion map is created. This approach is connected with the compli-
cations of mesh generation and the excessive consumption of
memory.

The finite element method, which is called in the global illumina-
tion theory as a radiosity [3], is used for the solution of equation
(1) on the basis of diffuse reflection approximation. In this case
the equation (1) could be rewritten as [3]

M) =M,r)+< [M)FE e, @)
s z

where M(r) is the luminosity of the surface in point r, M(r) is the
luminosity of the surface in point r straightforward from sources,
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O(r,r') is the visibility function of element d°r’ from point r,

O W COX )

(r-ry

is the infinitesimal form-

factor.

In our paper we propose to use the local estimation of the Monte-
Carlo method, which are well-known in the optics of atmosphere
at the solution of radiative transfer equation [2, 4]. Rendering 3D
objects represented by the spherical harmonics spectrum is ana-
lyzed in the paper.

2. LOCAL ESTIMATION

Equation (1) is not convenient for the statistic simulation, as the
unknown function is under the integral in the point r', but it is
determined in the point r. In addition to that the variables r’ and
I are not independent, and combined by the relation

~ r—r

I'= . 3)

- ‘r—r'

Accordingly we can write down the equation (1) in the following
form

L(r,0) = L,(r, D)+

dr. (@)

+71['fL(r',i')a(r;i,i’)5[iv _ ‘: - r: ] (N(,;)_(:;’;]/)

-r
This expression contains the §-function impeded the simulation by
the local estimation of the Monte Carlo method. It is possible to
eliminate the singularity in the expression (4) integrating over
space. In addition to that the equation (2) contains no singularities
and fit to simulation by the local estimation. Consequently the

estimation for the arbitrary functional /,, of L(r,i) takes a form

1= Mi 0 k(r,r'), )

n=0
where k(r,r’) is the kernel of (4), O, is the weight of Markov
chain, and M is the mean operator by the different random ray
trajectories.
Markov chain in this case represents the sample of random ray

trajectory, which is created using L, (r,i) as an initial probability

and k(r,r’) as a transition probability [2, 4]. From every knots of
this random ray trajectory rCJ, which coincide with the intersec-
tion points of ray with object surfaces, is calculated the contribu-
tion in the illumination in the given point r by the term k(r,r’) in
expression (5).

Of course all the probability distribution must satisfy to the nor-
malizing condition. The distinctions of Lo(r,i) and k(r,r') from

this condition generate the statistical weights Q,. For example, in
case of the diffuse reflection it is equal to the surface reflectivity.

The expression (5) was called the local estimation of the Monte
Carlo method [2, 4]. It allows estimating the illumination in the
given point. Thereby to calculate the illumination in some given
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point r it is necessary to create the Markov chain in the space, and
at every point to calculate the value 4(r,r’) for investigated points.
The mathematical expectation of this value is equal an illumina-
tion.

Let’s note that as opposed to the classical ray tracing the local
estimation allows estimating in several points at once by one sta-
tistical sampling ray that sufficiently accelerates the convergence
of calculations.

3. ACCURACY EVALUATION OF LOCAL ESTIMATION

The accuracy estimation of algorithm is possible on the basis of
comparison with other known methods or with exact analytical
solution of the equation (2) for some special situation. It is known
two exact analytical solution of the global illumination equation:
for the Ulbricht sphere and for so called Sobolev problem [9]. In
case of the Ulbricht sphere we have the uniform distribution of the
luminosity over sphere that makes this case ineffective for the
accuracy estimation. In the Sobolev problem we solve the (2) for
the luminosity distribution in case of the illumination of two pa-
rallel diffuse reflecting planes by the point isotropic source lo-
cated between these planes. In this case the equation (2) is trans-
formed to the set of two integral equations (for the first plane):
N g2

El(r):&_[ E(r)d’x 2 2 hjz 32 0
n [1+(r—r’)2J (B +17)
where E(r) is the illuminance of i-th plane (i=1,2), p; is the reflec-
tion coefficient of i-th plane, 4; is the distance from the source to
the i-th plane. We assume the source intensity equal to 1 and
h1+h2:1.
For the solution of the equation set (6) let’s execute the Fourier
transformation of each equation that results in the set of linear
algebraic equations. After the solution of the obtained equation set
and inverse Fourier transformation we get the following expres-
sion:

(6)

_ h1
El(r) - (h12 +r2)3/2 +

K ()1, (kr)k*dk . (7)

. T e " p kK, (k) +e "t
S 1-ppk K (k)
where K, (k) is the modified Bessel function of second kind, Jo(k7)
is the Bessel function of first kind.
In Figure 1 we can see the numerical comparison of the luminosi-
ty distribution calculation by the local estimation method and the
expression (7).

0.7 T I

Sobolev V. V.
0.6+ : o] wmnnmnane Local estimation |1
0.5¢

0.4

E(r)

Figure 1. Illuminance distribution in case of the Sobolev problem:
hy = h, = 0.5, and reflection coefficients p; = p, = 0.5.
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In this case it was used 2000 rays at the calculation by the local
estimation method, and the running time was less than 1 second
for the computer AMD Athlon 64 X2 5200.

We realized also the solution of the Sobolev problem by the ra-
diosity, and compared it with the local estimation: the local esti-
mation exceeds the radiosity in computation speed at 80-90 times
for the equal calculation accuracy.

4. DOUBLE LOCAL ESTIMATION

The equation of global illumination can be represented in the op-
erator form

L=L,+KL. ®)
The solution of this equation is represented in the form of the
Neumann series that allows conducting following transformations

L=YK'L =L, +KL +Y K'L =
n=0 n=2
=L,+KL,+K*Y K'L, =L, +KL, +K’L, ©)
n=0
that results in normal a form

L(r,0) = L,(r,)) + KL, +i2 ) o-(r;i',i)é‘[i’—r_r,]F(r,r’)x
T & r—r
" 1 qr ["n r'_r"J PN g3.om g3 0
ij(r Ao, S| 1 ——— |F( e d*r'd’r. (10)
& r-r
The local estimation corresponding expression (10) can be called
as double local estimation [2, 4] and takes the following view

1,=M> 0 k(r,Lr.Y), (11
n=0
where
k(r,Lr,1)= iza(r';i",i')a(r;i',i)F(r',r"). (12)
T

In the expression (12) the d-function is eliminated as a result of
integration, and independent variables r, i, r, i’, v, 1" corres-
pond to the geometry of ray propagation [4].

Thereby the double local estimation allows modeling the global
illumination equation solution and calculating straight the lumin-
ance of incident radiation in the given point for the reflectance of
orders higher than the first taking into account an arbitrary reflec-
tance law. The first order can be calculated directly.

We do not know currently any software, which is capable to cal-
culate the luminance directly. Thereby the double local estimation
for the first time in light engineering and computer graphics al-
lows computing the spatial-angular distribution of luminance in
the given point of space.

5. SPECTRAL REPRESENTATION OF OBJECTS

Standard representation for the 3D objects is the mesh representa-
tion, in which objects are described by the set of vertices con-
nected into faces. Such representation is universal and allows
describing any object. However it is not capable to reproduce
exactly many objects, and in case of the essential error influence
on the result the solid modeling can be applied, when objects are
described analytically. SolidWorks and TracePro are the most
known programs using the similar approach.

One of the challenging directions of the 3D object representation
is the spectral representation on the basis of spherical harmonics
[5] that is the object surface representation by the series of spheri-
cal harmonics. In the sequel we will use the term “spectral repre-
sentation” for short. Such object representation gives a possibility
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of the reproduction quality control. So objects located far from a
camera can be reproduced with low quality. In terms of photome-
try the essential advantage of this approach is the continuous re-
presentation of surface normals without any approximation. Let’s
analyze the mathematical techniques underlying the method of
spectral representation.

The spherical harmonic { Y'(0,0): m< k} is the special function

defined on the unit sphere

Y (8,9) = (4, cosme + B,, sinmp)P" (cos &) (13)
where 6 is the zenith angle [0 7], ¢ is the azimuth angle [0 27x],
Apm By are some coefficients, B"(cosé) is the associated Le-

gendre polynomials. The major property of spherical harmonics is
their orthogonality:

2rm

[ 7 ©@.0v; ©.0)sin0a00=5,,5,,, . (14)
00

where 6 is the delta Kronecker symbol.

Owing to this property any twice continuously differentiable func-
tion can be expanded into uniformly and absolutely convergent
series of spherical harmonics [6]

ok
1(6,0)= Z z (4, cosmp + B, sinmp)P," (cos0) , (15)

k=0 m=0
where Ay, B, are the Fourier coefficients determined by formu-
lae

2r
[ [ 7(0.9)R (cos0)cos mpsin 0d0d e

Akm - 2 2
‘ Ykm
2z
[ [ 7(6.9)R (cos 0)sin mpsin 0d0d
B, =0 i : (16)
‘ Ykm

2
and HYA’" H is the norm determined by the expressions

e

k

| 2 =0
2> 2z, (k+m)! _{ ,m (17)

2n+1(k—m)! 1,m>0
The calculation of factorial is the substantial complication by the
expansion. As a result it is the essential difference of coefficients
resulting in the extra miscalculation. At the expansions of spheri-
cal harmonics it is more convenient to use the Schmidt polynomi-
al determined as

neoy [k=m)!
Qi ()= m)!

It is not difficult to see that at the Schmidt polynomial expansion
there is no necessity to calculate the factorials for the norm and
that essentially improved productivity of calculations.

Therefore, any object defined unambiguously on radius from
some point can be expanded by spherical harmonics.

P(w). (18)

6. RENDERING SPECTRAL OBJECTS

At the global illumination equation solution by the local estima-
tion method it is necessary to calculate surface normal and to
determine the cross point of ray with an object. In case of the
mesh object representation this problem is not difficult, but in
case of the spectral representation it becomes a hard one. We ana-
lyze the determination of normal to the given point of object de-
fined in the basis of spherical harmonics.
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The normal in the point (7,,6,,¢,) on the surface defined in the

spherical coordinate system is equal the value of its gradient in
this point

gradU—a—U : +16—Uég+ ! aU é,. (19)
or r 06 rsin@ Op
For the function described the surface in the spherical coordinate
system we can write down the expression

ok
U=>>(4,,cosmp+ B, sinmp)Q; (cos@)—r=0.  (20)

k=0 m=0
Let’s find partial derivatives in accordance with the equation (19).
The derivative with respect to
ou

=-1, 21
or @)
The derivative with respect to ¢
ok
v _ DD (-mA,, sinmg+mB,, cosmp)Q; (cosf)  (22)
09  iSomo
The derivative with respect to 0
oU &3 . 00;" (cos 0)
—= A, cosmp+ B, sinm 23
20 ;;}( om P+ by, p)——— 20 (23)

Consequently, it is necessary to calculate the derivative of the
Schmidt polynomial. It is known the recurrent relation for the
Legendre polynomial [7]

o

ou

i m-1
5[ (k+m)(k—m+ 1P () +
e —m)(k +m+ 1)33*1(;1)] , (4

that taking into account the relation between the Schmidt and
Legendre polynomial [7]

Bo() =" Qi () (25)
allows to receive after some transformations the final expression

6Q‘ (/l) [ JE—m)k +m DO ()
—Jk = m)(k=m+ 10 () | (26)

It is necessary to analyze separately the case m=0. In this case
taking into account a number of the relations [8] it is not difficult
to result in

LU _ 10l @)

Using the derived gradient in the local spherical coordinate sys-
tem (€,,€,,€,) it is necessary to represent it in the world Carte-
sian coordinate system. Taking into account some known relations

ones can get the final expression for the normal to object surface
represented by spherical coordinates

gradU:i —psinzQcosgo+sin@cosacosgoa—U—sin(pa—U +
00 o

+]j| —psin® @sin g + sin O cos Fsin goa—U + COS(pa—U +
00 o0

~ . . ou
+k(fp51n0005975m29£j. (28)
The search of the point of ray intersection with the object
represented by the spherical harmonics is also a nontrivial task.
Let’s consider the object represented relative to the origin of the
Cartesian coordinate system and the ray

r=r,+£l. (29)
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The cosine of angle 0 of the point of ray intersection with the
surface can be written as

cos = der) _ athe — . (30)
& 28in)
For the vector p we have accordingly
p=r-Kk(k,r)=r,+E-Kk(z, - L&). 31
The cosine and sine of angle ¢ have the form
cosp = (I"T) = %t =,
P \/(ro+§l_kzo_klz§)
i +1
sing = @p) _ Yot ¢ (32)

A A A~ 2
N -
Therefore we get the dependence of angles 6 and ¢ on one varia-
ble &. The equality takes place in the point of intersection

S (0(S), () =1, =c1=0. (33)

Solving the equation (33) relatively the parameter & we can find
all the point of ray intersection with the object surface. In case of
the global illumination equation solution for scene rendering we
are interested only by the first intersection with the object. It can
be found both the standard procedures, for example the bisection
method, and more complex and fast algorithms.

7. REALIZATION OF LOCAL ESTIMAION METHOD AND
RENDERING OBJECTS REPRESENTED BY SPHER-
ICAL HARMONICS

We implemented the algorithms of the local and double local
estimations with 3D object representation in the basis of spherical
harmonics. In Figure 2 we see rendering of the simple 3D scene.
It is the room represented by the mesh with one column and one
omni light source. The head of man in the scene is represented by
the surface harmonics. The initial mesh contains 32 654 edges. In
Figure 1 it was used N = 32 spherical harmonics to play the head.
In this case the rendering time increased by 40% in comparison
with the visualization of the mesh, but the amount of stored
information decreased in more than 1,000 times.

Figure 2. 3D scene rendering by the local estimation method.

8. CONCLUSIONS

The local estimation method of the Monte Carlo methods allows
implementing the physically adequate simulation of the global
illumination equation solution. In addition it allows obtaining
directly the absolute values of luminance in every point and direc-
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tion of scene. This algorithm opens the new horizons in the pho-
tometric research and can be the ground of the new rendering
methods on the basis of direct solution of the global illumination
equation.

The usage of the object spectral representation on the basis of
spherical harmonics is the successful approach for the description
of some class objects that allow reducing significantly the infor-
mation content, which is necessary for the adequate reproduction.
The possibility of continuous normal retrieval with the control
accuracy in aggregate with the local estimation method is an im-
portant approach in the 3D scene rendering and its photometric
investigation. The continuous restoring of normals has the special
importance in case of luminance angular distribution calculations,
where the wrong normal approximating results in considerable
degradation of calculation accuracy.
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Abstract

We address the problem of relighting of three-disiemal scenes
and propose a new method based on reconstructioligluf
transport matrix. The matrix can be reconstructedlyfrom data
obtained by some renderer (we use path-tracingrittign. We
compared our method with existing ones. The praparethod
achieves better quality compared to others with Hane
compression ratio. It is suitable not only for d&§é scenes and
can be easily parallelized. In future we can use tiethod as a
new global illumination algorithm.

Keywords: relighting, photorealistic rendering, light transgio
matrix, compression.

1. INTRODUCTION

The relighting problem arises during rendering dfree-

dimensional scenes. It is particular actual foriglesrs as they
often have to modify illumination in modeled sceAside from

modeling and visualization in architectural rendgriwe should
have an opportunity to integrate a building intoistrg

environment (see Figure 1).

Figure 1: Modeled building (top) and integrated into exigti
environment (bottom).
When you change the lighting (or environment) ia ftene it is
necessary to recalculate the whole image. Calounlaff a single
image can take from half a minute to several halepending on
the complexity of scenes, and lighting effects. sThirticle
discusses the relighting methods based on a premi
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calculation of light transport matrix, addressesnpoession and
recovery problems of light transport matrix as vealthe quality
of rendered images.

2. REVIEW OF EXISTING METHODS

Initially the relighting problem was solved for serspecial cases.
Debevec [1] modeled reflective properties and gepmef the
human face skin to obtain images in various lightdonditions
(relighting skin). Very complicated equipment timagasured the
reflectance of skin for various light sources amthera position
was used to model the reflective properties. A shemage-
based method for face geometry reconstruction vea®ldped.
Based on geometrical and reflectivity informatidme tauthors
changed the illumination of face. Several thousafrichages were
used for full reconstruction of the human face.etalVenger [9]
improved the method for relighting of human facee Hsed a
special camera for measurements and a special fséight
sources. Then the author obtained an image for kgtthsource
from a special set and relit the face representingew light
source as a linear combination of basis sources.rélit image
was equal to the linear combination with the saoefficients of
images for light sources from special set.
Peers [6] formalized the relighting problem asdoi$:

c=T-1 Q)
wherec - is a vector of image pixel intensitids; is a vector of
light source intensitied; - light transport matrix(i, j)-element of
light transport matrix is a contribution of lightwcej into the
intensity of image pixel. Due to the linearity of light we have
formula (1).

Relighting problem was formalized for a fixed caengrosition
case. Lawrence [4] generalized formula (1) for abiteary
camera position case considering the light trartspatrix as a
relationship between light source vector and vestiof polygonal
model of the scene. However this approach leadisetgproblems
connected with the calculation of the view-dependeaterial
models.

The light transport matrix is usually huge (sometnit occupies
several gigabytes). That is why the most importaehd in
relighting is matrix compression. Wang [8] propossgistom
algorithm for compressed representation of ligah$port matrix.
In this case instead of the entire matrix we stm@e of its rows
and columns, the rest of the matrix was reconstdion the basis
of these rows and columns. Mahajan [5] compressghit |
transport matrix using the property of locally loank of this
matrix. He divided the whole image into blocks aath block
was reconstructed independently using the methogrioipal
components (PCA).

An alternative way to compress light transport iwatis
compressed sensing [2]. Sen [7] and Peers [6] fipated the
problem of matrix restoration by a small set of meaments.
They considered the matrix of light transport irsgecial basis
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(obtained a sparse signal). Then the signal wasvesed by
compressed sensing methods.

In our work we used a standard formulation ce relighting
problem by Peers [6 the idea of application of Nystrc
algorithm for matrix recovgrand local blocks of Mahajan].
We have developed a system for scene relighting @ogide
several algorithms for lighransport matrix compressi

Figure 2: Results of relighting (Conference Roo

3. DESCRIPTION OF RELIGHTING SYSTEM

3.1 Basic implementation

The developed system reconstructs light transpaatrirn for
arbitrary threedimensional scene and relights this scene
equation (1). Light transport matrix is calculatusing path
tracing algorithm [3]. Note tit the total work time of path traci
algorithm for light transport calculation is praetily the sam
one as for rendering of one image because foraalkward ray
tracing algorithms we need to compute all pathenfeamera tc
various points of scene.

Relighting step is based on equation (1). We uCUDA
programming technologyto accelerate matrix multiplicatio
Figure 2 shows the results of relighting of benchn@onference
room scene. The rendering time is less than 1 sefmnl024 by
768 resoltion on NVIDIA 240M GPU. 20 light sources we
used in this scene.

In Fig.3 we can see the result of relighting ofneceiith comple»
light effects using area light source (resolut 32 by 32).
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Figure 3: Relighting results of the scene with an elight source.
3.2 Global compression of light transport

The main problem athe basic implementation is the large siz
the light transport matrix. For a scene with an arears® in
Figure 3 the matrix size was 9 GB. There are problavith
matrix storageslow work with the disk that significantly reduc
the relighting speed.

Wang [§ proposed to compress the light transport mateg
Nystrom method. Also it was conside an algorithm for rows
and columns retrievdior Nystrom methocfrom images of real
scenes. By analogy with [8ve have developed several versi
of the algorithm for rows and columns selecti

e Algorithm 1 Choose arbitrarr, rows, consider them as
a set of columns with dimensior, clusterize vectors
using k-means method. Centers of the clusters
needed columns (see Fig- marked in green).

e Algorithm 2 Choose arbitranc, columns, calculate,
lines usingk-means

e Algorithm 3 Choose randoic, columns and randomy
columns.

e Algorithm 4 Choose arbrary ¢, columns, calculate,
lines usingk-means. Then choose othc, columns -
obtain newr, lines, etc. As an output we obtain 1
union of all rows and column

N

1 2 c

kmeans

i

%]

-
=

Figure 4: Scheme for rows and columns selec

In [8] Wang also proposed to use a nonlinear transfoomatf
light transport matrixo maximizecompression. Our tests show
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that the algorithm with a nonlinear transformatismot resistant a 42 B 50
to noisy images obtained by path tracing. Alsodrkg well on a gg / gg :i
number of specific scenes (with diffuse materiatsl &lurred % Y £ 20 —
caustics). In scenes with bright reflections, \isilight source and -y " 10
bright caustics the algorithm generates artifastse (Fig.5). To 32 60130 140 160 180200220 020 300 350 400 450 500 550
remove artifacts we should significantly increase humber of er ot oot
rows and columns. Y number of columns o num
60 50
40 / 40 /./
Rt I —
2 20 2
10
0 0
250 300 350 400 450 500 550 250 300 350 400 450 500 550
number of columns number of columns

& Kmeans rows, kmeans columns -+kmeans rows, random columns
random rows, kmeans columns -+random rows, random columns

Figure 6: Dependency of average PSNR on number of columns
(a - diffuse scene, b — reflections, ¢ — caustiesmixed scene).
Also, we have compared our algorithm with a nordimagorithm
of Wang [8]. Earlier in the section 3.2 were men#d the main
problems of nonlinear algorithm. In [8] light trgowst matrix for
diffuse scene was compressed 4000 times. This alaeved by
using a huge resolution of the light source. Wewsdwb that
increasing the resolution of the light source doeslead to the
Figure5: Artifacts of nonlinear transformation algorithm. increase of the matrix rank (it remains constahl)s is because
3.3 Local compression of light transport the new columns of light transport matrix are altjuthe result of
Mahajan in [5] showed the benefits of reconstructiof interpolation (i.e., linear combination) of the olshes. We

independent light transport matrices for the défgr image compared the compression  ratios of our al_gorlthnui ahe
blocks. We have also implemented algorithms for rixat nonllne_:ar one [8], using a light source with resiolu 64 by 64
reconstruction independently for each image blotlacal (see Fig. 9).

compression of the light transport matrix can aiefyt compress
the matrix, i.e. use a different number of rows aotumns for
reconstruction of different blocks. For examplepdils with a
uniform illumination usually require fewer rows acolumns than
the blocks with bright reflection (or caustics).

Another advantage of this approach is the abititpdrallelize the
algorithm, since image blocks can be processecarttently.
3.4 The proposed algorithm

We propose the following algorithm to compress tight
transport matrix. First of all, the entire image diwided into
blocks. For each block, we use Algorithm 4 for stigy rows and
columns (see section 3.2). For on-fly reconstrunctbfull matrix
we use Nystrom method [8].

In the next section, we analyze the algorithms rilesd in section
3.2, and compare them with the proposed one.

4. RESULTS AND COMPARISON Figure 7: Rendering results of our algorithm on differentegmwf
scenes: diffuse and specular (left — obtained Byrfatrix, right —

by our compressed form).
The comparison was made for the diffuse scene drad t
algorithms behave the same way. However, for otjipes of
scenes a nonlinear algorithm is much worse.

In the first stage, we compared our algorithm viithck versions
of algorithms 1-3 (see section 3.2). The compariseas
performed using different types of scenes: diffusi#h caustics,
reflections and mixed scenes.

To assess the quality of synthesized images weRS&R metric
between the images generated using full light frartamatrix and
its compressed form. Calculating the PSNR we cemsit
different light sources (different color, positi@nd size), then
PSNRs were averaged. Fig. 6 presents the resul&dgofithm
comparison of average PSNRs for all types of sceA#sthe
algorithms show the same result on diffuse sceme.alyorithm
shows much better results than the other ones esdénes with
reflections, caustics and visible light source.sFig-8 present
rendering results of our algorithm on all typesoénes.
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Figure 8: Rendering results of our algorithm on differentagmf
scenes: caustics and general (left — obtained byrfatrix, right —
by our compressed form).

70
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. ;—\:&
40
30
20

10

0
3 4 5 6 7 8 9 0 11 12

PSNR

compression (times)

—0Our method —Kernel Nystrom

Figure 9: Dependency of average PSNR on compression ratio for

our method and nonlinear one.

5. CONCLUSION AND FUTURE PLANS

We proposed a new algorithm to compress light prarismatrix.

The results of algorithm analysis and comparisaih wther ones
show that the proposed algorithm works better tb#rers on
some types of scenes, more resistant to noisetarah ibe easily
parallelized.

Our results can be used as a new algorithm fortreeging with

higher convergence rate than available ones. Atgorifor

selection of rows and columns obtains the most mtapo for ray

tracing paths from the light source to camera. Al&oare going
to explore the issue of ray tracing acceleration.

6. LITERATURE

[1] Debevec P., Hawkins T., Tchou C., Duiker H.-Barokin W.,
Sagar, M. Acquiring the reflectance field of a hunface. In
Proceedings of ACM SIGGRAPH 200Computer Graphics
Proceedings, Annual Conference Series (2000), 15%-1

[2] Donoho D.L. Compressed sensingEE Transactions on
Information Theonb2, 4 (2006), 1289-1306.

[3] Kajiya J. The rendering equatiohCM SIGGRAPH Computer
Graphics 20, 4 (1986), 143-150.

Russia, Moscow, September 26-30, 2011

S3: Lighting

[4] Lawrence J., Stamminger M., Huang F., RamanmoR.
Sparsely precomputing the light transport matrix feal-time
renderingComputer Graphics Forur9, 4 (2010), 1335-1345.

[5] Mahajan D., Shlizerman |.K., Ramamoorthi R.|iBeneur P.
A theory of locally low dimensional light transporACM
Transactions on Graphic6, 3 (2007).

[6] Peers P., Mahajan D. K., Lamond B., Ghosh Aathik W.,
Ramamoorthi R., Debevec, P. Compressive light frarts
sensingACM Transactions on Graphics 28 (2009), 3:1-3:18.

[7] Sen P., Darabi S. Compressive Rendering: A Rend
Application of Compressed SensingEEE Transactions on
Visualization and Computer Graphi@9 (2010), 1-14.

[8] Wang J., Dong Y., Tong X., Lin Z., Guo B. Kelridystrom

method for light transpordCM Transactions on Graphi@3, 3

(2009), 1-10.

[9] Wenger A., Gardner A., Tchou C., Unger J., HawkT.,

Debevec P. Performance relighting and reflectararesformation
with  time-multiplexed illumination. ACM Transactions on
Graphics 24 3 (2005), 756—764.

About the authors

Andrey Lebedev is a Ph.D. student at Moscow Stativdisity,
Department of Computational Mathematics and Cyh&seTo
get more information about him vigittp://lebedev.as

Ivan Karpuhin is a student at Moscow State Univgysi
Department of Computational Mathematics and Cyligse

Andrey llyin is a researcher at Moscow State Ursitgs
Department of Computational Mathematics and Cyk@seHis
research interests include 3D reconstruction, cancatibration,
computer vision and image processirtgis contact e-mail is
ailyin@graphics.cs.msu.ru

Alexey Ignatenko is a researcher at Moscow Statévdusity,
Department of Computational Mathematics and Cyhk@seHis
research interests include photorealistic 3D render 3D
modeling and reconstruction, image-based rendenmbadjacent
fields. His contact e-mail ignatenko@graphics.cs.msu.ru

57



The 21st International Conference on Computer Graphics and Vision

Algorithms for calculating parameters of virtual scenes in computer vision

tasks
Pavel Samsonov, Andrey Ilyin, Aleksey Ignatenko
Department of Computational Mathematics and Cybernetics

Moscow State University, Moscow, Russia
psamsonov@graphics.cs.msu.ru, ailyin@graphics.cs.msu.ru, aignatenko@graphics.cs.msu.ru

Abstract

In this paper we describe methods for determining the parameters
of the camera and the light spot, which due to its properties is
similar to a point light. The position and the rotation of the camera
in the scene coordinates are determined, as well as the position of
the light spot, its intensity and color. Parameters are determined
from the calibration object in the photograph and some known
properties of the camera.

Keywords: Camera calibration, determination of illumination
parameters, calibration object.

1. INTRODUCTION

In computer graphics many problems are associated with the tasks
of three-dimensional reconstruction. For example, a simple
synthesis of a textured three-dimensional model of the object by
photos. For it not only an array of photographs of the object from
different angles is needed, but also the camera positions from
which the shots were made. For physically accurate simulation of
reflective surface properties of objects we also need light spots’
positions, spots’ brightness and color. If there are lots of pictures,
hand measurements of each of the camera (and maybe a light
spot) positions can take a long time. Also, often the accuracy of
manual measurements is not enough for such tasks.

In this paper algorithms and methods of automatic determining
the camera and lighting settings. The input parameters to the
algorithms are some camera settings, the size of a calibration
object and a set of photographs, which depict the calibration and
monitored objects. The positions of cameras and light spots in
different photographs may differ. The output is the camera and
light spot parameters that were searched for and undistorted
images.

2. EXISTING METHODS REVIEW

Currently, we found several existing methods for camera
calibration and light parameters determination.

The best-known and commonly used approaches in the camera
calibration are the standard method, proposed by Roger Y. Tsai
([4]) and the more modern method, developed by Zhengyou
Zhang ([5]). Standard calibration method is to search for specific
points on the image and to solve PnP-task(match n points on the
image and in the scene, where n must be at least 4). The newer
method involves using a checkerboard(its cells can be quickly and
easily found on the image, and in this method not only points are
matched, but also lines, what gives some additional accuracy in
determining the camera position and distortion coefficients).

Zhengyou Zhang method for calibrating the camera in this task
could not be used because calibration object should not take much
space in the photo whereas accuracy of Z. Zhang’s camera
calibration method is highly dependent on the size of the
chesshoard in the image. There is also difficulty in fixing cones

o8

relatively to the checkerboard and placing them on a monochrome
base, which would greatly improve the accuracy of finding the
tips of the shadows.

In the method of Roger Y. Tsai, the main problem is to find the
calibration points in the image. The authors suggested a method
based on the two previous: on the edges of the gray card small
checkerboards of different sizes were placed, what greatly
accelerated the determination of calibration points and increased
the number of n matches in the PnP - problem.

Determination of parameters of light is less popular task, and the
only method that was found by authors is to determine the
parameters of light by a mirror sphere. But in order for results
were accurate the method requires perfectly circular mirror sphere
of large size, which is difficult to find, and it like the
checkerboard takes much space on the photos, substantially
degrading the accuracy of reconstruction of the object.

3. THE PROPOSED METHOD

For physical accuracy, some non-linear filters are applied on the
original photo. They consider the camera response curve and
distortion coefficients.

At the stage of camera calibration special calibration points on the
calibration object are searched for and then matrix of external
camera calibration and coordinate systems of camera are
calculated. At the stage of the light parameters determination
position of the light spot is restored by cones on the calibration
object and by the shadows from them. Then by several photos
with known light spot coordinates the intensity and the color of
light are restored.

When realizing the method the OpenCV library was used.
3.1 Calibration object

.

i
)

| Bt

Figure 1: The calibration object synthesized in 3Ds Max
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As part of the problem being solved was the design of calibration
object (see Figure 1).
The object consists of:
e  Base, which is a rectangular gray card of known
dimensions
e 4 checkerboards in the corners of the gray card of size
4x4, 4x5, 5x5 and 5x6 with known size of cells
e ncones with a certain height, n > 2, for the good
accuracy of the desired number n > 5; columns are
arranged in an arbitrary manner

Figure 2: Calibration object with different test objects on it

3.2 Response curve

To achieve physical accuracy, photos should be first processed to
restore true colors by non-linear transformation. Response curve
is vector functionl = f(M), where P is pixel intensity in the
image and M is pixel intensity in the camera matrix. To restore
initial colors on the matrix, reverse transformation can be used by
formulaM = f~1().

In different cameras response curves may differ very much.

Kodak Ektachrome-100p

1 Cannon Optura
o5 Kodak DCS

Sony DXC-950
&

Irradiance

Figure 3: Response curves of some cameras.
Response curve can be achieved from camera’s passport
characteristics. But sometimes they are incorrect; in this case
response curve can be calculated by an external program, for
example, “HDRShop” (http://www.debevec.org/HDRShop).

3.3 Camera calibration

For camera calibration it is necessary to compare the coordinates
of the scene and points on the image. Coordinates of the scene
points can be calculated using the input parameters (properties of
the calibration object: the size of a gray card, chess cells, etc.).
Points on the calibration object are searched through the following
steps:

e Image binarization by thresholding to segment black

and white squares

e  Find corners of the black squares

e  Find contours of the boundaries of the black regions

e  Select contours of suitable shape
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e  Approximate these contours with 4-vertex polygons

e  Among these select the quadrangles resembling
calibration pattern squares

e  Extract corners of the selected quads, having at least one
corner in vicinity

e  Group the corners of the selected quadrangles in lines
according to calibration object size

Figure 4: Found calibration points, highlighted with red
circles
Then using the method of Roger Y. Tsai from the known relations
between gauge points in the scene and the image and from the
intrinsic calibration matrix extrinsic and a full calibration are
calculated. If necessary, also at this stage the homography matrix
and/or distortion coefficients are computed and then distortion is
removed from the photographs.
Using 3x4 full calibration matrix(F) to calculate image point(ip)
from scene point(sp):

v =F x(spy, SPy, SPz 1)
= (2X. "_y)
= (UZ’ v,
Using 3x3 homograph matrix(H) to calculate scene point(sp) =
(X; Y; 0), from image point(ip) = (x; y):
v=F=*ip
(% W )
P = (vz’ v, 0
Before camera calibration, also base centers should be marked by

user. Because cones in the scene may be of any color and size,
automatic detection for them is hardly possible.

Figure 5: Yellow points are marked by user cone base
centers, green points are restored cone peaks.
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3.4 Calculation of distortion coefficients

Distortion is a deviation from rectilinear projection (a projection
in which straight lines in the scene remain straight in an image). It
appears as a failure of a lens to be rectilinear. By matches between
calibration points in the scene and on the image distortion
coefficients can be calculated. Then using the distortion
coefficients image can be undistorted, so straight lines on the
image become actually straight. But sometimes it leads to
smoothing image in some regions.

More information can be accessed in Brown D.C.’s article ([7]).
3.5 Determination of parameters of light

To determine the position of the light spot cone shadow tips
should be found in the photo and translated into world
coordinates. Initially, the image is segmented using the Mean
Shift algorithm ([6]) to find shadow areas. First, those areas which
have common points with small circular areas located between the
tips of the cones and the centers of their bases are removed from
consideration, greatly reducing the probability of error. Then the
image is searched for shadows on the following criteria:

e Distance from the nearest point of the image to the
center of the cone base

e  Distance from the furthest point of the center of the
cone base

e  The average brightness of pixels in area (the shadow is
almost always darker than the surrounding areas)

e Linear elongation region (cubed distance between the
maximum and minimum distance from the center of the
cone base points of the domain divided by the square
area)

Figure 6: Restoring the position of the light spot by cone
shadow tips

We know world coordinates of shadow tips and cone peaks, so we
can calculate the approximate intersection point of rays (see
Figure 4). If number of these rays equals n, then the number of the
midpoints of the common perpendiculars between every two rays
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willbe N = @ So the real point is somewhere in the cloud of
these N points.

To recover the coordinates of the light spot from the cloud of
points 2 formulae were used: arithmetic mean of these points and
the “weight” formula, which calculates the sum where those
points for which the distance to other points is less are included
with larger weights.

Tests showed that the “weight” formula often provides with more
accurate values of the light spot position than the arithmetic mean.

4. RESULTS

Algorithms of camera calibration, distortion correction and
determination the position of the light spot have been successfully
verified first on synthetic and then on real data.

4.1 Synthetic data

Synthetic data verification was held on two sample images.
Known and calculated light spot coordinates were compared to
compute error. Error camera position vector length was less than
1.5% of the length of the true position vector of the camera, the
error vector of the light spot position length by 5 cones was less
than 5% of the true position vector of the spot.

Here are presented two tables of errors for each light spot
calculating formula when processing synthesized images.

Formula to compute errors was Err = l%t' * 100%, where § is real
position of light spot and £ is position, which was calculated by
the algorithm.

Formula ""average mean"

n Sample 1 Sample 2
2 cones 90% 14%
3 cones 25% 5%
4 cones 14% 2.8%
5 cones 5.8% 2.6%

Formula “with weights "

n Sample 1 Sample 2
2 cones 90% 14%
3 cones 13% 5%
4 cones 6% 3.8%
5 cones 4.7% 2.2%
4.2 Real data

Calculation errors on real data can’t be calculated with the same
accuracy as on the synthetic. Measurements were made of the
error of both restoring the camera and light spot positions. Tests
were performed on a large array of photographs in which the
positions of the camera and light spot have not changed as the
calibration object moved. We compared the position of light spots
in the camera coordinate system. The average error was
approximately 4.45% (if more precision is needed - just increase
the number of cones).
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4.3 Re-projection

Also, the accuracy of the restored position of the light spot can be
estimated visually. After the calculation of the light spot position,
rays are projected through the cone tops back to the gray card, and
the closer they are to their initial positions the more accurate the
restored light spot position is.

Figure 7: Re-projection

Blue points in circles are marked shadow tips. As can be seen in
the photographs, the point shift is little, so the accuracy of
reconstruction of the light spot is rather high.

5. CONCLUSION

In general, the methods described in this article were already
successfully used by several people in their works. Accuracy of
reconstruction by 5 cones is large enough, but if you need
additional accuracy, you can add several more cones.

Only automatic detection of calibration points and the tips of the
shadows are problematic features of this work. Averagely, about
80% of points are recognized on each photo as the process takes
from several seconds to half a minute. In the future the author
intends to develop more accurate and faster methods of
recognition of these points in the images.
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Abstract

The process of the manual creation of the realistic models is
labor-intensive. In order to facilitate the modeling process we
propose a fully automatic method for determining the light-
scattering properties of objects from photographs taken with a
digital camera. In this work we also propose new reflectance
model of the textured and metallic coating surfaces.

Keywords: material, texture, metallic coating, reflectance
properties, light-scattering, reconstruction.

1. INTRODUCTION

Rendering of the photorealistic images of three-dimensional
scenes remains a significant problem in computer graphics
nowadays. This problem is significant in the process of the
creation of computer games, 3D movies and virtual reality
systems. Designing of the virtual scenes consists of the creation of
the complex objects — models. At the rendering process reflective
and light-scattering properties (textures) are assigned to virtual
objects for physical and visual similarity with the real world
scenes. The modeling of the metallic effect is often used for
photorealistic synthesis of the paint-and-lacquer coating surfaces.
Nowadays there are many approaches in the modeling of the
materials of the objects. In some cases tabular BRDF [1] are used.
It requires large storage, but ensures a high quality results. The
acquisition of such models requires special photometric devices.

Therefore, in many cases, preference is given to the parametric
models of materials for which exists a lot of effective ways of
visualization. Using of this kind of models significantly limits a
class of described materials. One of the additional means to
enhance the realism is the texturing. When rendering, texture is
represented by a bitmap image imposed on the surface of the 3D-
model to give it color or the illusion of relief. A wide range of
surfaces can be described with textures (soil, plants, minerals, fur
and leather, etc.).

Metallic is a lamellar shaped particles of metal (such as
aluminum, copper, zinc, brass or bronze) is commonly used in
multilayered paints. The surface covered with such paint looks
sparkling (see Figure 1). Paint with a metallic effect is used in the
automotive industry and in the manufacture of different kind of
appliances and cosmetics.

Tabular BRDF can be used for local description of metallic effect.
In the case of analytical models additional problem accrues: the
micro relief reconstruction or modeling of the sparkles visual
effects. The main purpose of this paper is to develop algorithms
and methods for determining the light-scattering properties of
textured surfaces by photographs.

The input data in the proposed approach are the photographic
images of a flat surface, made with various lighting conditions,
corresponding normal maps to the surface, light sources and
camera positions at the moment of shooting. At each input image
the presence of a glare from light source is supposed. The

62

presence of metallic effect is also allowed. The investigated
material is assumed to be isotropic, not fluorescent.

Figure 1: ESet of particles (Iéft); etallic coating (right).

In our work we propose the material model which determines the
light-scattering properties of surfaces and metallic effect. Model
must satisfy the following requirements:

- Small number of photos for the material model
construction;

- Interactive visualization;

- Small amount of memory for storage.

Algorithm for constructing of the proposed model from
photographs taken under various lighting conditions was
developed as a part of this work. The verification of the model
and algorithms was made by comparison of the original photos
with the results of visualization under corresponding lighting
conditions.

In the following section there is an overview of existing methods
of the modeling of the light scattering and reflective properties of
surfaces. In Section 3 the proposed model of a material is
described. Section 4 describes how to find model’s parameters
from photos. In Section 5 the basic results of work of algorithm
are presented. Finally, main results are provided in Section 6.

2. RELATED WORK

To obtain the material models manual modeling with some
applications (BRDF Shop) can be used. Parameters of reflective
properties of a material are adjusted by the designer. Manual
modeling of real world materials can take a lot of time.

For automatic reconstruction of light-scattering properties often
high-precision photometric devices or special acquisition systems
are used [1]. The sample of the surface covered with the
investigated material is illuminated from different directions with
the ray of light and the reflected light for various observation
angles is measured. The obtained data are usually presented in
tabular form. Data storage requires large amounts of memory. For
the modern real-time graphic applications the storage problem is
still actual. In addition, the material is often assumed to be
homogeneous, which eliminates the possibility of texture
measuring.

A variety of methods has been developed to determine the
textures of materials. Some of them are aimed at texture
construction directly during rendering process, for example BTF
[2], view-dependent textures [3]. Some use preliminary
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determining, for example texture weaving [4] and image-based
texturing [5]. Bidirectional texture function (BTF) is a group of
methods, implying the accumulation of large databases on types
of surfaces. View-dependent textures method implies high-quality
reconstruction of the texture in the rendering process. Input
images are projected onto preliminary reconstructed scene.
Methods of preliminary texture reconstruction closely connected
with geometry reconstruction. Typically, these approaches are
applied to use expensive systems of 3D-scanning. Texture
weaving divides a texture into patches and for each patch links it
to one of the original images. Texture weaving has a high speed
because it uses hardware acceleration, and hash maps.

There are some systems for manual modeling of metallic effect
(3dsMax, Photoshop, the system, described in [6]). A part of them
don't assume interactive visualization, while others only simulate
effect, without allowing the achievement of continuity when
moving the light source or camera. In the paper [7] metallic
parameters in the form of probability model are determined from
the given BRDF table. But the approach does not solve the
problem of reconstruction of the metallic parameters from photos.
The main drawbacks of existing methods:

- Often special equipment is needed;

- Large amounts of data for rendering;

- Texture or only a homogeneous material reconstruction;

- Occurrence of artifacts related with direct illumination;

- Lack of continuity between rendering of the neighbor frames.

The proposed algorithm is designed to eliminate these
shortcomings.

3. PROPOSED MODEL

This section presents the proposed model of light-scattering
properties of a material containing metallic.

= N
C\
R \ L 3.E

~— _
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-

~— \ P
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Figure 2: Vectors in proposed model.

Let Q be a set of points. All examined points are assumed to
belong to one of two classes. Either they belong to the
investigated material, or to the metallic. That means:

Q = Material U Metallic, Material N Metallic = @

Let p be an examined point (Figure 2). M(p) is the model, that

describe metallic. Then proposed parametric material model is:
M(p, L., ) = M (p) I+/ Phong(p)

/+/ - is a special addition operation, i.e. either p is point of metallic

presence, or it contains only the texture and the specular

component. To describe the light-scattering properties of the
surface we use Phong reflection model:

Phong(p)=d(p) - (2(p).l(p)) + s(F(p).v(p) *
Specular reflection parameters s and o are the same for all points.
Parameter of the scattering power d(p) is different for every point
and onwards will be named texture.
Consider the metallic model M in details. On the one hand, the
metallic is a set of specifications, on the other - a set of particles.
Our model combines these two views.
Each particle is presented in the form of an ellipse. It has
geometric parameters and color parameters. Color is presented in
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the format L*a*b. The geometrical parameters of particles are: the
area, the size of the major and minor axis, inclination angle to the
horizontal axis. Color parameters are luminosity and color.

The probability metallic model M depends on the distribution of
area, shape and color of the particles.

M (Size(m,l,k), Shape(b;,ki,b,,k;), Color(Re, G, Be, Rp, Gp, Bp))
Size(m,1,k) - area distribution (m,,k are parameters of
approximated histogram function);

Shape(by,kq,b,,k,) - shape distribution (by,kq,b,,k, are parameters
of limitation lines for semi-major axis);

Color(Rg, Gg Bg, Rp, Gp, Bp) - color distribution, where E means
Expectation, and D - Dispersion of RGB.

Size ‘Shape ‘Color

Figure 3: Metallic effect’s dependencies from M parameters.
The proposed model M(p, L, C) takes a small amount of storage

in memory, needs only one photo for construction an can be
interactively rendered.

4. PROPOSED METHOD

Now we will consider the algorithm for constructing the proposed
model from images. Algorithm receives N photos of flat surface
which contains the texture and metallic. These photos should be
taken with different light conditions and camera positions. The
output consists of parameters of the proposed model (T, s, n, Size,
Shape, Color).

Since the model is divided into two independent parts the
algorithm of its construction, is also divided into two steps. Thus
it is necessary to determine parameters of the Phong and Metallic
models.

4.1 Determining of Phong Model

At first, consider the algorithm for texture and reflection
coefficients of s, n. Since the original data contain some errors
due to imperfection of the shooting conditions, surface roughness,
digital noise, errors while constructing a scene, a bad
approximation of the Phong model, the direct solution of linear
algebraic equations is impossible. Therefore it is necessary to
solve the minimization problem. It’s required to find d (p), s, n,
which minimizes the error function:

F(d®),5,n) = Z¥_, (I ()- d(p) - NL, @) + s - NL ()%,
p € Material.

We use an iterative algorithm. The overall process is shown in
Figure 4.
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Figure 4: Determining Phong model parameters.
The algorithm iteration consists of five internal steps and of the
choice of initial approximation. Parameters of specular component
of model are being optimized within every iteration. Globally the
process optimizes a texture as long as the quality of the
constructed model can be improved. Now we postpone the
question of choosing the initial approximation and consider the
steps 1-5 in more detail.
4.1.1 Getting specular component
Denote the current iteration i. At the previous iteration there was
obtained texture T"}(p). Knowing it we can express the specular
component as the difference between the original image and the
diffuse component. Diffuse and specular components:
Diffuse(p) = T"(p) - (n(p).l(p))-
Specular(p) = Image (p) — Diffuse(p) = s(7(p),v(p))
4.1.2 Selection of control points
Specular contain various inaccuracies associated with the
approximate texture of T"(p) in addition source images also
contain noise and various distortions. By optimization of the
artifacts have a significant impact on the resulting parameters s',
a'. To get rid of these inaccuracies and reduce the number of data
for further optimization process, we apply the special filter.

We divide the whole set of points into subsets. Each subset
includes only points for which (7(p),v(p)) is the same. In each set
we average all included color values. From each set we choose an
arbitrary point and put it in a set of control points Material'. Each
control point corresponds to the average color c;.

4.1.3 Optimization of specular parameters
Now we solve the problem of optimizing the parameters s', o' over
the set of Material'. In order to optimize the desired parameters
we use Levenberg-Marquardt method. Minimization is performed
for each color channel separately. The functional to minimize is:
F(sin) = Zpe Material’ (8* (F(0).VP)"~c(p))’,
c is the color of pixel p.

4.1.4 Recalculation of texture
Subtract from the original image reflectance component.

Diffuse(p) = Image (p) — Specular(p).
Recalculate the texture as an average:

n
rigpy = £ Diffuser ()
N L (2(p), 1(p))
Now we can visualize the images with obtained parameters:
4.1.5 The decision of completion
We calculate the error of recovering light-scattering properties of
the material in the iteration i.
N
Erri = Zp ¢ Material k=1(Imagey (p) —

Image'y, (p))?

If the difference |Err;.; - Err; | does not exceed the preassigned &,
then the algorithm stops, otherwise the process moves to the next
iteration.

4.1.6 Choice of initial approximation

We put an initial approximation to zero at any point. This is
equivalent to the recovering s and « initially from the original

0-0-0-0-0- ¢ -ux
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image. In this case, the convergence will be slow. In addition, the
end result in this case is highly dependent on the type of input
data. Requirement for the initial approximation are elimination of
the primary defect and reduction in the number of iterations.
Divide the original images at (iz(p),I(p)). For each point we take
the minimum among all images. So we get the texture Tpp.

o @)@

Trin (P) = T°(P) + X(P); (ﬁ(p)l(p))m’j;“ = X(p)

We use the same considerations as in the steps of the basic
algorithm but now we have another function:
7(p), 7(p))* ..
F =50 (), oo« — 50 - TP i
) (), 1)) min
- (n(p), 1(p))

After s°, «® have been found X(p) and T°(p) can be calculated.

Now we can use T°(p) as an initial approximation for iteration
algorithm. The result at the first iteration is significantly better
than with zero initial approximation (Figure 5).

Figure 5: left- Tpin, middle- X, right - T°.

4.2 Determining of M Model

The input to the algorithm receives N images of a plane surface
with a metallic and a synthesized image with the glare and texture
without metallic. In this case, the synthesized image should be
obtained under the same parameters as the original picture. The
resulting algorithm images are synthesized based on the initial
approximation to construct a model of Phong.

The whole process of the algorithm can be divided into 3 phases.

In the first phase, the input image is used to construct the image
containing only metallic. The difference of input and synthesized
images appears as such images.

In the second - from intermediate images a set of particles with
different characteristics are determined, and also Metallic set. To
construct a set of Metallic images obtained in the previous step,
are adaptively binarized on the metallic and regular areas.
Analyzed images are converted into a format L*a*b. With the
help of sequential scanning color images are searched for
homogeneous areas. Each found region is considered as a particle.
For particle main parameters are counted.

On the third - the parameters of inclusions are used to build model
M. To do this we construct histograms and compute probability
characteristic for Size, Shape and Color.

To verify the determination of the metallic effect PSNR metric is
not applicable, since the noise with the same parameters can
modify the different pixels of the image. Consider example with

two chessboards as a justification.

Figure 6: Chessboards.
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This two pictures have PSNR = 1.7. However, from the observer’s
point of view, there is no structural difference between them. That
is why another metric is proposed. It’s named MD (Metallic
Difference). It has a single parameter R (window size). Its basic
steps are following:

- Obtain high-frequency images

- Divided image into blocks of R * R pixels.

- Calculate a set of characteristics for each block;

- Summarize the difference between all blocks of the image;

- Normalize result value in bounds from 0 to 100.

The proposed metric has different from PSNR nature. The lower it
is the more similar images are. On Figure 7 there are examples of
the metallic reconstruction for metal plate with orange and blue
metallic coating.

metallic synthesized
images (MD = 4.05 and 5.40 correspondingly).

However, PSNR still can be used for comparison in case of no
metallic presence.

5. EXPERIMENTAL RESULTS

Algorithms were verified on synthetic and real world materials.
During tests on synthetic data we generally gains PSNR values
between 48-60 dB (while comparing the metallic free initial and
rendered images). Example of the input image and reconstructed
material is shown on the Figure 9.

The results of the work of the algorithm on real data are illustrated
in Figure 8.

Figure 8: Left to right order: original image, generated texture,

specular component, metallic component (is multiplied by 10),

and the result image with the same light position (PSNR=19.8,
MD = 9.8).
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Figure 9: Original image, generated texture and specular
component, synthesized image (PSNR=54dB).

6. CONCLUSION

As a result of work we proposed a model for representation of
light-scattering properties for textured surfaces with metallic
coating. Also we developed an algorithm for constructing the
proposed model. The algorithm requires the input of a small
number of photographs. However, it recovers with reasonable
accuracy the texture and the corresponding parametric model
lighting, that allows us to construct a simple probabilistic model
of metallic and use it in the future for interactive visualization.

Nevertheless, calibration errors and irregularities of the surfaces
are still affecting on the final results and measurement errors. A
significant drawback is the requirement for pre-reduction of
geometry. However, test results showed that despite the
shortcomings, implemented approach has acceptable accuracy
for realistic visualization of the constructed model.

7. REFERENCES

[1] BonoGoii A.I'., Tanaktnonos B.A., Epmios C.B., JleryHos
A.A., Tlotemun U.C. AnmapaTHO-IPOrpaMMHBIH KOMILIEKC
JUISL U3MEPEHUSI CBETOPACCENBAIOIIMX CBONMCTB MOBEPXHOCTEN
”HH(I)OpM(lquHHble mexHojiocuu u 8bluuUcCIiUmeibHvle
cucmemwt'', Ne 4, 2006.

[2] G. Miiller, J. Meseth, M. Sattler, R. Sarlette and R. Klein.
“Acquisition, Synthesis and Rendering of Bidirectional
Texture Functions”. Eurographics 2004, STAR. University of
Bonn, Institute for Computer Science 11, 2004.

[3] P. E. Debevec, C. J. Taylor, and J. Malik. “Modeling and
rendering architecture from photographs: A hybrid geometry-
and image-based approach”. In Computer Graphics
(SIGGRAPH '96 Proceedings), volume 30, pages 11-20, New
Orleans, Lousiana, 1996.

[4] M. Callieri, P. Cignoni, and R. Scopigno. “Reconstructing
Textured Meshes from Multiple Range RGB Maps ”, 7th Int.|
Fall Workshop on Vision, Modeling, and Visualization 2002,
Erlangen (D), Nov. 20 - 22, 2002

[5] Bornik A., Karner K., Bauer J., Leberl F., Mayer H. “High-
quality texture reconstruction from multiple views”. The
Journal of Visualization and Computer Animation 2001; 12:
263-276

[6] S.Ershov, K.Kolchin, K.Myszkowski "Rendering Pearlescent
Appearance Based on Paint-Composition Modelling",
Eurographics 2001 conf. proc., vol.20 (2001), number 3.

[7] Aydin Oztirk, Murat Kurt and Ahmet Bilgili. “Modeling
BRDF by a Probability Distribution”, Proc. of
Graphicon'2010, pp. 57-63, Izmir, Turkey, 2010.

65



The 21st International Conference on Computer Graphics and Vision

Real-time Animation, Collision and Rendering of Grassland

Sergey Belyaev, Igor Laevsky, Vyacheslav Chukanov
Department of Applied Mathematics
St.Petershburg State Polytechnic University, St.Petersburg , Russia
bel@d-inter.ru

Abstract

It is proposed an integrated solution for animation, interaction
with dynamic objects and visualization of large grasslands. We
use instancing for real-time visualization. For that, a new method
for physics animation was developed which does not require
saving generalized velocities and moves for each grass blade.

Keywords: Real-time, Animation, Collision, Rendering, Grass.

1. PREVIOUS WORKS

There are three methods for the grass visualization: geometry-
based, image-based u volume-based. According to the first
method, each grass blade is defined with a set of triangles. The set
of the blades shapes a rectangle block. The block is visualized
repeatedly in order to cover all the grass area. To speed up
visualization, instancing technique is used. This geometry-based
method was used in [3], [8] and [10] papers. The problem of this
method is visualization of hundreds of millions of triangles. For
cutting down this number, it was proposed in [3] to reduce the
number of triangles in the blade if the latter is far from camera.

Image-based method distinguishes from the described above with
only one feature: the set of blades in the block is replaced with the
set of billboards with the texture containing alpha channel; a set of
blades is drawn on it. This method was used in [2], [5], [6] and [9]
papers. Volume-based method was applied in [7, 8]. Based on
these approaches, it is difficult to get high quality of visualization
close to the camera.

In order to increase visual realism, all mentioned methods are
accompanied by the grass animation. In all cases it is used
simplified model: the movements are proportional to the wind
force and directed along its velocity vector.

Grass interaction with dynamic objects during the animation
process was considered in [12] and [6]. In the first of these papers
real interaction was substituted with use of a special texture — the
footprint of the moving object. In the second one the object
interacted with billboards that simulated the grass.

2. VISUALIZATION

2.1. Basic principles

We use geometry-based approach. According to it, similar to [8]
rectangular blocks are created; each of them consists of a set of
separate blades. These blocks are visualized on the terrain surface.
A set of grass blocks makes up the rectangular grid which is
mapped onto terrain such way that the central cell of the grid
appears just under camera. When the camera moves on the
adjacent grid cell the whole grid moves on the grid cell size.

The grass covering is visualized by multiple repetition of the
single grass block according to instancing method with correcting
position and shape of each grass blade in compliance with the
terrain height and wind force in the given point.

Some part of the grass blocks is not included in instancing. These
are the blocks in which interaction of grass blades with other
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dynamic objects is possible, as well as such interaction has
occurred. For these blocks wind simulation calculations use
numerical methods that require storing current positions and
velocities of the grass blade tops, which excludes instancing. Let
us denote these blocks “patches”. They are visualized as objects
containing a set of grass blades.

The grass block is a square containing N=n*n blades. In terms of
DirectX10 each blade is a point containing four vertices and the
normal determining rotation angle of the blade plane and the angle
to the terrain surface, as well as geometry (length and height) and
physics (mass and rigidity) characteristics. This data and the wind
force vector are input data for the vertex shader to calculate the
current location of the vertices and values of normals in them.
Then, the geometry shader builds a cubic spline, that determines
the blade triangles, number of which depends on the distance
between the blade and the camera.

2.2. Levels of detail and smooth transition
between them
We introduce three discrete levels of detail for the grass blocks, as
well as possibility of smooth changing of detail within a level. To
provide the possibility of smooth changing of detail, a weight
coefficient is assigned to each blade in the block. When
visualizing, the blade is discarded, if the following condition is
valid:

w< F(z,9)
where w — weight coefficient, F — some function, z — the distance
from the camera to the blade, ¢ - the angle between direction to
the camera and normal to the terrain surface in the blade point.
To define F function, note that the number of grass blades on a
square unit must be proportional to the visible size of this square
on the screen, i.e. proportional to (n,r) scalar product (where n —
normal to the terrain surface and r — direction to the camera) and
inverse proportional to the camera distance d:

(n,r)
d +aqd?
a.l + a.2 + 3.3

In the denominator we take a square trinomial instead of camera
distance d in order to avoid big numbers when camera comes near
to the blade.

In addition we take into account that on contour areas where (n,r)
scalar product value is close to zero, the grass density should be
high. To do that, instead of the scalar product we use the
following expression:
@-t)(n,r)+t

where

t=@-(nn)n”
Here o- a big number (we take it 8).
Finally, F function looks as
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@-t)(n,r)+t

F(z,p) =1-clam ,01

a + a2d + a3d2

This function is used both for discarding grass blades and for
selecting the block’s discrete level of detail. In the first case d is
the distance from the camera to the grass blade, in the second — to
the block center.

2.3. Lighting calculation

For a single directional light source applied to a point of the
surface of a blade, the radiance | is:

I =Kalg +Kyly (max(N * L;0) +C max(—N * L;0))
Where K, is the material ambient color, Kd - the diffuse

reflectance factor of the blade material, I, - the intensity of the
ambient light, N - the normal to the grass blade surface, L - the
light direction, C — the factor to account for the color change of
light traversing the grass blade fibers, Iy - the intensity of the

light source.

Because the grass blades shade each other, intensities of diffused
and direct sun light should be considered as functions of distances
between the blade base and top. We use the following
dependences:

* * *k
where 15, Id - intensities on the blade top, I5 - intensity on

the base, | — normalized distance from the base to the top.

For Frenel effect simulation while calculating light for the blades
on contour terrain areas we increase the calculated intensity value

I by Igvalue:
6 10
lg = Kgl~ (N *V)
where K is the specular reflectance factor of the grass blade

material, N - normal to the terrain surface and V - vector of
direction to the camera.

3. ANIMATION

3.1. Inertial animation model

Let us represent the blade model with the chain of n linear
segments, connected each to other with joints in which there are
spherical springs (Fig. 1). We will denote the rigidity of these
springs as k; where i — number of the joint.

(F5)

Fig. 1. The blade model for n =4
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The coordinate system is assigned to each segment as shown on
Fig. 1. The segments and joints are enumerated bottom-up. Zero
segment is dummy and determines initial rotation and tilt angles
of the blade when planting. Ground level is on the height of lower
end of the first segment (joint 1).

Let the following external forces fie are applied to the segment

centers — the forces, which are the sum of the wind force and the
segment gravity (Fig. 2).

Fig. 2 Forces and moments applied to the segment

Let us write movement equation for i-segment in its coordinate
system:

Jo; = —oj x (Jmi ) —ml x R’iai—l —

|
g; +R +I1x(2R +TifE)

i+19i+1 i+lfi+l
a; =& x| +o; x (o xI)

*
a.i = a.l_l + a.i

v, = ©;
* , *
f; = —m(Riai_l +aj)
* 1£ €
fi=fi +Tifi +Riafig

Here:J— inertia tensor, @; - vector of angle velocity of i-segment,
yj— vector determining rotation increment of the coordinate

system of i-segment, relatively to the coordinate system of (i — 1)
segment , g; - the moment because of spring in i-joint, Rj -

matrix converting vectors from the coordinate system of i-
segment to the coordinate system of (i-1)-segment (when i=0 — to

the world coordinate system), T, - matrix, converting vectors

from the world coordinate system to the coordinate system of i-
segment, a; - acceleration at the end of i-segment, I= (0,0,1)’,

where | — a half of the segment length, m — mass of the segment.

For integration of the system we can be used Featherstone
algorithm [11]. However, the computational complexity of this
integration is too expensive to calculate the animation of several
thousand blades of grass in real time.

We can simplify this system, if assume that: angle velocities are
small and impact of higher segments on lower is much less, than
reverse. The first assumption allows us to discard members
containing squares of angular velocities, and the second — to
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refuse of the second pass in Featherstone algorithm. As a result,
we come to the following simplified algorithm:

T0:R0
for (i=1; i<n; i++) {

\](DI = _gl + I XTIer

Wi =o;
Ti=Ti4Rj
9 =kV(R;)

}

where M(y) — matrix of rotation around the vector y the value
| v, V - inverse transform to get rotation vector.

As our experiments showed, this algorithm keeps good visual
illusion of animated grass blades.

3.2. Animation of wind force and direction
Similarly to [1] we use the cyclic Perlin noise texture. Wind
animation is done by summing up (with various scales c; ) three

such textures moving with w; velocities (i=1, 2, 3). Resulting

wind speed vector W in the texel with u coordinates is calculated
with the formula:

1=

where ki - scale coefficients, t — time, R;- rotation matrices

defined by w; vectors.
While calculating wind force for each blade segment, we consider
velocity of the segment:

Y =k (W[ul-v;)”

Here k- coefficient depending on the blade width, v;- velocity
of the segment center, » - a constant depending on the grass
type (for example, y =4/3 for sedge). v; value is calculated

*
depending on Vig (velocity of the top of previous segment)
according to formula:

*
Vi = Vi ~Tillxoj)

Velocities of the segment tops are found from recurrent relations:

*

* *
Vi =Vi_1—2Ti(|><0)i)

3.3. Virtually-inertial animation model

This model provides results close to that for inertial model, but
doesn’t require storing current values of angle velocities and
general displacements for each grass blade, which allows us to use
instancing when rendering.

The idea of the virtually-inertial model is in carrying over inertial
component from calculation of the blade shape to calculation of
the wind force for this blade. That may be done if we put into
centers of wind force texels vertical virtual blades and calculate
their shape with inertial model. Afterwards we calculate the
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moments that must be applied to blades segments in order to get
the same shape of static equilibrium:

W '
ml :ki\yi —|><TiG

where G — gravity (here, as well as in the previous paragraph do
not consider the effect of the upper segment to lower). These
moments are stored in the virtual wind texture that is used for the
grass blade animation when rendering with instancing, instead of
the actual wind forces.

Note that the blades covered by one texel of virtual wind texture
should be animated differently in spite of they are affected by the
same virtual wind. This is because they have various angles when
planting, so weight force impact is diverse.

To do so, we calculate the shape of a blade of grass so that the
condition of static equilibrium under the action of the virtual wind
and gravity, taking into account the slope of grass with seating.
The equation of static equilibrium for the i-th segment is as
follows:

kiw; =m¥ +1x (T;_;M(y;))'G
With known matrix Ti—l this equation can be solved by simple
iteration. As our experiments showed, three iterations are enough
for coinciding visual results.
Thus, we arrive at the following algorithm for determining the
shape of a blade of grass:
T=T,
for (i=1; i<n; i++){
w .
kiw =m; +1x(TM(y))' G
Ti = TM(w)
T=T;
}

Here, the matrix T, defined angle of seating.

3.4. Animation algorithm considering interaction
with other dynamic objects

For simulation of grass interaction with dynamic objects, as
mentioned in section 2.1, patches instead of blocks are used.
Blade data structures in patches contain fields for current
generalized velocities and moves, which allows us to use an
inertial model. Nevertheless, we continue to use virtual-inertial
model until the blade interacts with an object. At this moment the
blade segments are bent so that exclude intersections with the
object and its generalized velocities are set to zero. Later such
blade is calculated with inertial model.

This approach allows us to use an expensive inertial model only
for relatively small number (around a thousand) of grass blades.

Note that use of different models for close located blades doesn’t
lead to visual artifacts due to proximity of these models.

4. RESULTS

Visual results of our program are presented on Fig. 3, 4 screen
shots. Fig. 3 shows grass animation with a wind and Fig. 4 shows
the result of grass interaction with a dynamic object without and
with the wind. Video material can be can be found here:
http://dl.dropbox.com/u/28177387/GrassCar.avi
http://dl.dropbox.com/u/28177387/GrassPlain.avi
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Fig. 4. Grass interaction with a dynami object without and
the wind.

y

The grass field covers the square with the side of 280 meters. The
number of grass blades in this square is 10°. The program
performance for three PC configurations is given in the Table 1.
The column A contains results when both animation and
interaction with dynamic objects are absent. For B column there is
animation, but no interaction. At last, C column shows results
with both animation and interaction.

It is evident from the Table 1 that about 90% program time is
spent for visualization and only 10% - for processing interaction
with dynamic object and calculating blade shapes under wind.
That proves high efficiency of the developed algorithms and
possibility of their use in real-time programs.

A B C
FPS | FPS | FPS

28 26 24

PC configuration

Intel Pentium D CPU 3GHz

ATI ASUS EAH5450

Intel Core 2 Duo 8500

Nvidia GeForce 9600 GT

Intel Core 2 Duo 8500

ATI Radeon HD 6870 180 | 165 | 150
Table. 1. The program performance

60 57 54
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Abstract

Non-Uniform Rational B-Splines (NURBS) are widely used,
especially in the design and manufacturing industry, for their
precision and ability to represent complex shapes. These
properties come at the cost of being computationally ex-
pensive for rendering. Many methods have tackled NURBS
rendering by view based approximations and/or heavy pre-
processing. We present a method for resolution indepen-
dent rendering of curves and shapes, defined by NURBS, by
utilizing the high parallelism of the programmable graph-
ics hardware. The computation of the curve is processed
directly on the GPU, without the need for complex pre-
processing and/or additional storage of the basis functions
as textures. Our method enables rendering of a complex
NURBS shape in precise form, by defining only the curve’s
hull. We also present a method to enhance the performance
of the preprocessing stage, mainly triangulation, that fits
our requirements and speeds up the process. With opti-
mized preprocessing and using only the mobile profile of the
programmable graphics pipeline, we achieve a fast and reso-
lution independent method for rendering NURBS based 2D
shapes on desktop and mobile devices.

Keywords: NURBS, Curve Rendering, Resolution Inde-
pendence, GPU Algorithm, Mobile Graphics.

1. INTRODUCTION

Resolution independent rendering is becoming a standard re-
quirement for visualizing shapes. Earlier methods presented
a resolution independent rendering for Bezier curves. The
Bezier form, by definition, limits the curve’s shape to the
position of the control vertices. Thus, editing the control
vertices is the only degree of freedom (DoF) for defining
the curve. Such form of editing requires a regeneration of
the shape and/or additional control vertices. In addition,
designing some shapes using Bezier requires more control
vertices and sometimes a higher order definition; this can
be reduced by using a more general family of curves. Non-
Uniform Rational B-Splines (NURBS) are widely used for a
precise design of complex shapes using fewer control vertices,
especially in CAD/CAM based applications. The evaluation
of a NURBS curve is quite expensive requiring a recursive
computation of the basis functions. Many tools transform,
as a preprocessing step, the curves to a more simplified form
to speed up the rendering.

In this paper, we present a method for Resolution Indepen-
dent rendering of 2D shapes, defined partially or totally by
NURBS curves, using the graphics hardware. Our method
defines a simple and memory efficient approach to render 2D
NURBS shapes by utilizing the high parallelism of the pro-
grammable graphics hardware. The NURBS curve is evalu-
ated, using an implicit function, during rasterization.

The rest of this paper is organized as follows: Related Works
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are discussed in Section 2. . In Section 3., we present a gen-
eral overview of our method describing the preprocessing
stage and the GPU based NURBS curves rendering algo-
rithm. In Section 4., we enhance the rendering technique to
anti-alias the resulting curve. In Section 5., we discuss anti-
aliasing for the whole shape to ensure generating a smooth
and continuous representation.

2. RELATED WORKS

In [1], the authors presented a method for rendering NURBS
curves on the GPU using textures, generated in a prepro-
cessing phase, to store the values of the basis functions de-
pending on the curve’s order. This technique produces good
results, but requires a computationally expensive preprocess-
ing step and additional memory to store the textures.

To represent our NURBS shapes on the graphics hardware,
we depend on the curve’s implicit form [2]. In [3] and [4], im-
plicit curve rendering has been used for representing curves
and surfaces based on distance approximations. In [5], the
authors presented a method for embedding sharp linear fea-
tures into images to obtain resolution independence while
leveraging GPU pixel processing. In [6], curved elements
were embedded into texture images at the texel level. In
these methods a computationally expensive preprocessing,
performed on the CPU, was required.

In [7], the authors presented a method for rendering 2D re-
gions based on quadratic Bezier curves. They defined each
curve by a triangle, formed by the curve’s control hull. Each
of these triangles is rasterized using an implicit equation
which defines the Bezier Curve. The mosaic formed by the
set of such triangles along with the non-curved triangles gives
the form of the final 2D shape. They then extended this
process to handle cubic Bezier curves defined by neighbor-
ing triangles, depending on a classification of the curve. For
preprocessing, the authors rely on constrained delaunay tri-
angulation for generating the non-curved triangles; which is
computationally expensive, in its general form. For anti-
aliasing of the whole shape, they primarily depend on hard-
ware accelerated Multi-Sampling. This technique produces
good results but does not provide high quality anti-aliasing
for tiny and skinny shapes, like small text, since the shape
as a whole will be blurred.

One of the main applications for [7], is resolution indepen-
dent font rendering. Earlier methods for font rendering are
based mainly on generating a texture processed on the CPU
[8], which produces crisp and sharp small text, but are res-
olution dependent. Our algorithm supports font rendering
since the bezier curve is a special case of NURBS. In section
5. we will present a technique which produces high quality
text, as an optional extension to our method.
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3. ALGORITHM OVERVIEW

The input to our algorithm is a set of outlines which rep-
resents the shape’s boundaries. Each of the outlines con-
sists of a set of connected vertices. The vertices are of two
types, namely: off-curve and on-curve (interpolated by the
curve). One or more off-curve vertex defines a curve with
endpoints being the closest neighboring on-curve vertices
from the same outline. Examples of similar outline based
definition are the 2D CAD drawings, scalar vector data, and
fonts data (figure 1). In addition, each off-curve vertex has
a weight, which defines the influence of the vertex on the
curve’s final shape. An off-curve vertex with no predefined

weight is assigned a weight w = 1.

Figure 1: Snapshots of Rendered text, using the NURBS
rendering described along this paper, with and without the
discarded pixels of the curved triangles showing method
compatibility with TTF rendering. Left: the glyph of char-
acter S from a TTF based font data. Right: A conic shape

We convert all the curved regions of an outline to a set of
triplets, defined by two on-curve vertices surrounding an
off-curve vertex. This representation enables us to map
the curved regions to a set of curved triangles. For the
quadratic case, the conversion is simply performed by rep-
resenting each curve segment by the 3 vertices that influence
the curve shape. As for the cubic case, we subdivide the
curve to the quadratic form [9]. Generalizing the equations
to cubic form is doable by formulating the equations in the
same steps described along this paper, but will require a
preprocessed classification of the curve’s shape and a more
computationally expensive rendering. The transformation
to quadratic is a mathematical approximation. Since the
rendered curve is accurate only to the pixel level, this ap-
proximation doesn’t effect any details of the shape

With all the curved regions defined as a set of triangles, we
map the rendering of the curves to texture space; assigning
the curve control points as texture coordinates to the curve
vertices, this step is detailed in Section 3.2. As for the non
curved parts we perform a modified Delaunay triangulation
(Section 3.1). Finally, the set of triangles generated by the
triangulation along with the curved triangles form the final
shape of the 2D object. An example output is shown in
figure 2.

Figure 2: A CAD handle rendered using our method, with
different weights. Right: Zoom in on part of the shape.

The produced shapes will have the following properties:

Russia, Moscow, September 26-30, 2011
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1. viewpoint independence, since the curves are computed
on the GPU, using an implicit function, during the ras-
terization phase.

2. minimized memory usage, since we are not using subdi-
vision to approximate the curved parts and we are not
using any textures in the algorithm.

3. high performance rendering, since preprocessing
(mainly triangulation) is computed once at input defi-
nition and rendering is processed directly on the GPU.

4. mobile compatible, since our method only uses features
included in the mobile profile (OpenGL ES2)

3.1 Preprocessing

In this section, we present a modified version of constrained
delaunay triangulation [10] that fits our requirements, re-
moving the need for any cleanup stages. Note that, this is
not a requirement for the algorithm described in this paper;
but is a major block in the preprocessing phase which af-
fects the overall performance and memory usage. As stated
earlier, the curved regions are transformed into curved tri-
angles which excludes them from the general triangulation
step and thus from the algorithm described in what follows.

First, we transform each of the input outlines to a set of
connected half edges forming a loop A. Then, we add each
A, sequentially, to the final set of loops A. While adding, we
check if this loop is intersecting, constrain, or is constrained
by any of the already added loops in A, using a simple ray
tracing (in/out) test. If the loop constrain or is constrained,
we combine the two loops at the closest pair of vertices by
adding two sibling half-edges between them. Hence, we get
a simplification of the problem since now we have only one
well connected loop. If the loop intersects, we split at the
intersecting positions, which may result in a maximum of two
new vertices. Then, we constrain the first by the contained
part of the second and combine the two open ended parts
forming another closed loop.

At the completion of the above steps, A contains a set of
independent closed loops that define the resulting shape.
Hence, we can now triangulate each loop separately with-
out any additional cleanup steps.

Figure 3: Top Left: Input shape defined as a set of con-
nected vertices forming five outlines. Middle: Outlines con-
verted to half edges. Right: The constraint outlines are
merged with the respective outline (red half-edges), and the
intersecting outlines are split editing the second large out-
line (green half-edges) and forming the third outline (blue
half-edges)

In figure 3, the five input outlines are transformed into 3
well connected independent outlines. This step simplifies the
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triangulation process of the shape, to be a triangulation of
independent set of loops, where a cleaning phase is no more
required to define the holes. Note that we can not guarantee
that a complete delaunay triangulation can be achieved, but
we can maximize it using a greedy approach.

3.2 Quadratic NURBS Rendering

Since all the curved parts of the region have been trans-
formed into quadratic NURBS, the following is applied to
all the curved triangles.

The general form of a NURBS curve is given by,

,7:0 Ni,D (JL')’LUZ P»;

C(x) = = 1
) = S N, (1)
where
1 if i <x< tit1
Nia(z) = =<

1(@) {0 otherwise.

and
Nip(z) = (@ —ti)Nia—1(z) | (tiva = 2)Niy1,a-1(z)

ti+d—1 — ti ti+d - ti+1
where t; corresponds to the knot at location 7 in the Knot
Vector.

Equation 1, gives the definition of a NURBS curve C' as a
function of the parameter x, where P; are the control points
and N; p(u) are the basis functions of degree D. w; are the
weights of each control point. The special case of % that
may arise in one of the basis functions, is taken to be 0.

We first map the curve definition to texture space; by as-
signing the control points of our quadratic NURBS curve as
attributes to the vertices. Hence, the control points po, pi1,
and po are assigned to the vertices by the set [u v w], where
[u v] are the texture coordinates and w is the weight. We
set po = [0 0 wo], p1 = [% % w1] and p2 = [1 0 wq], where
p1 is assigned to the off-curve vertex. During rasterization,
the GPU will calculate a texture coordinate for each pixel
on the interior of the triangle by interpolating the defined

texture coordinates.

Since u belongs to [0 1] and the curve is defined in the do-
main [0 1], we get the following property: for each value of u
generated by the interpolation there exists a value v which
is on the curve. In the fragment shader, we determine the
fragment position w.r.t. the curve by evaluating the implicit
function of the curve [2], which can be derived as:

P wiu(l — u) @)

(wo — 2w1 + w2)u? + 2(w1 — wo)u + wo

If f <0, then the fragment belongs to the region below the
curve (in). Otherwise, it belongs to the region above the
curve (out). With this function we can choose which part
of the triangle we which to render, above the curve or below
it. Note that, equation 2 is the implicit form of equation
1, where D = 3 and applying triple Knot insertion. An
illustration of this process is provided in figure 4. In figure
5, a sample output with different weight values is shown.
Also we see the basic difference with [7] where the latter can
only render the triangle on the far left.
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Figure 4: Left: Triangle in world coordinates. Middle:
corresponding mapping in texture space. Right: Final Im-
age in screen space.

AA A A

Figure 5: A triangle rendered with decreasing weight val-
ues at the off-curve vertex. Left to Right: wi1=1 — 0. In
comparison, [7] can only render the left-most shape for the
given triangle

4., CURVED REGIONS RENDERING

The in-out function of equation 2 does not provide a
smoothly curved boundary of the shape, due to aliasing ar-
tifacts. In this section, we enhance equation 2, to provide a
smooth interpolation between the in and out parts. We en-
hance this equation, to handle change factor in the (z,y) di-
rections by computing 7g(z,y) according to the chain rule:

@ wi((wo—wa)u? —2woutwy)g®
Yy (au2+2Bu+wq)?
vy = 3)
y _ wi((wo—wa)u? —2woutw)g¥
Yy (auZ+2Bu+wg)2

where
a=wy— 2w +wsz , f=w1 — wo

and gf denotes 9t (b) the values of the partial derivative of
t w.r.t. a in the b direction, and t = (u,|v|) is the abso-
lute value of the texture coordinates at the current location.
Absolute values of the texture coordinates are used since we
negate v to define that the out region is required instead of

the in region.

The fragment shader of the programmable pipeline supports
the computation of functions of the form gy, by local differ-
encing, since GLSL version 1.x. Having the gradient ap-
proximation, we compute e(u, v) which resembles the signed
distance from the current pixel to the curve.

f
Ivgll

(4)

e(u,v) = % — sign(v)

The sign function is used to provide the ability to render
any of the two regions within the triangle (in or out). Hence
to render the out region of the triangle, we negate the sign
of the v texture coordinate of p;. Using the value of e(u,v),
we classify the fragment according to the equation:

in e(u,v) > 1
e(u,v) <0 (5)
boundary otherwise.

class(u,v) = ¢ out

In Equation 5, we get a classification of three cases in com-
parison to the previous two, provided by equation 2. If
class(u,v) is determined as in, we render the fragment with
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full color/shade/texture. If the classification is out, we dis-
card the fragment or render it with the back color/texture,
depending on the rendering technique used. In the bound-
ary case, we do a linear interpolation between the back color
¢y and the shading color ¢y, as defined in equation 6.

color = (1 — e(u,v))cy + e(u,v)cy (6)

Other rendering techniques might need to define only the al-
pha channel, in that case we use the value of e(u,v) clamped
to the region [0 1]. An example of this process is shown in
figure 1 where discarded pixels are rendered in red. Figure
6 shows the smoothness provided by the extended approach
described above.

Figure 6: Left: A NURBS shape, rendered using our
method. Right: Zoom in to the area marked in red, showing
the smoothness

5. ANTI-ALIASING

In what follows, we will present a View Based Anti Alias-
ing (VBAA) technique for dealing with skinny small shapes,
such as tiny text and condensed P&ID cad drawings. This
step is optional since a one pass rendering will provide good
results, but to get a crisp overall image an additional ren-
dering pass is required. First, we compute the size d using
the following equation:

d=r-(Mp- Bu) (7

where r is the radial region of fragments that will affect the
final fragment color, M, is the projection matrix from world
coordinates to screen coordinates, and B,, is the bounding
box of the shape. We then render the shape into a texture
of size d. In the second pass we attach the generated tex-
ture to B, and apply a Gaussian based filter of radius r
to produce the final rendered image. We assign horizontal
and vertical texels a higher weighting average than diagonal
texels. This is to provide the sharp and crisp features of the
final shape. A comparison of the output produced by VBAA
w.r.t. MSAA is shown in figure 7.

The quick brown fox jumps over the lazy dog

The quick brown fox jumps over the lazy dog

The quick brown fox jumps over the lazy dog

The quick brown fox jumps over the lazy dog

Figure 7: A comparison between rendering using VBAA
and hardware MSAA at different sizes. Top: A string ren-
dered at two different sizes using the View Based AA. Bot-
tom: Same string rendered with 4x MSAA.
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7. CONCLUSION

This paper presents a method for a fast and resolution in-
dependent rendering of NURBS curves and shapes, with-
out the need for heavy preprocessing. With our method, a
user is able to render NURBS shapes in high performance,
low memory usage, and high quality anti-aliasing around
the curve. We have also shown how our method can be
used to render lower order curves (Bezier) such as fonts by
setting the weights to one. Finally, since our method does
not require heavy computations, it can be used to visual-
ize NURBS shapes on mobile devices. The complete source
code of the algorithms presented in this paper is published in
JOGL open-source project, part of the JogAmp Community.
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Abstract

This work is aimed at the development of effective algorithms for
building of full SAH BVH trees on GPU in real-time. In this work
it is presupposed that all the scene objects are represented by a
number of triangles (the so-called “triangle soup”), at the same
time the arbitrary changes in the geometry are allowed in the
process of rendering. The proposed methods have allowed more
than tenfold increase performance compared to the best GPU
implementation known.

Keywords: Ray Tracing, Acceleration Structures, BVH, SAH,
Real-Time, Dynamic Scenes, GPGPU, OpenCL.

1. INTRODUCTION

The ray tracing algorithm was traditionally used in computer
graphics for image synthesis of high quality. For getting the
results a large amount of computation is needed. That is why for a
long time using of the method in interactive applications and real-
time systems seemed impractical. The main difficulties were
related to two phases of work: building of acceleration structures
and visualization based on ray tracing. For the effective solution
of the highlighted tasks the programmable graphics accelerators
can be used, which have turned into high-performance general-
purpose processors over the past few years.

The first tries to implement the ray tracing on the GPU allowed
the processing of the scenes with static geometry only [1]-[3].
This restriction allowed to build accelerating structure at the stage
of pre-processing of the scene and use it on the GPU to make the
rendering faster. The extensive research has shown that on
standard consumer hardware ray tracing in real-time is possible
for all major acceleration structures including uniform and
hierarchical grids, kd-trees and bounding volume hierarchies
(BVH). The technology has already found application in many
fields of tasks but still has been of little use in applications with
dynamic geometry, such as computer games, simulators and
virtual reality systems.

The considerable attention of contemporary research is associated
not only with the ray tracing methods but also with algorithms
allowing the quick building of effective acceleration structures
which would provide the support for dynamic geometry. In this
case the formulation of the problem is changing radically because
now it is necessary to take into consideration not only the
efficiency of data structures at the stage of rendering but also to
take into account the time needed for its construction which often
appears the main limit for the working speed. The recent works
have shown that the supporting for dynamic scenes with using of
all the main accelerating structures can be possible [4]. However,
in some cases the animation is put under some restrictions, in
particular, only the hierarchical movements of the primitives or
deformable scenes are allowed.
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In this work for faster rendering BVH trees were chosen because
of their advantages. First, this structure provides the most “dense”
approximation of the geometry of the scene with a minimum
number of nodes — it requires a minimum number of steps in the
construction and traversing of the tree. Secondly, in the process of
tree building only the centroids of triangles are used, that is why
the situation with intersection of the split plane by a triangle is
excluded — the primitive always belongs to the one descendant
only. Another useful property of BVH trees is in the opportunity
for their updating instead of a full rebuild which is used in several
works where the animation is possible only with few limitations.
Nevertheless, the processing of the scenes with arbitrary
animation is possible only due to the presence of algorithms for
fast building of BVH from scratch.

The high performance of ray tracing directly depends on the
quality of the tree the best criterion for which serves the surface
area heuristic (SAH). This heuristic was first proposed in [5] and
is defined as follows: at each step of the recursive construction of
the tree in the process of splitting of the set of triangles into two
parts L and R the cost of that splitting is being computed:

SAH(T - (L,R)) = K; +K{wNL +MNR}
SA(T) SA(T)

Here, SA(X) stands for the area of the bounding volume of node
X, Ny stands for the number of triangles in X, when K; and Ky
stand for implementation options that determine the cost of the
test for intersection and traversal of the tree. The high effect of
rendering is achieved through minimizing of the cost of splittings
in the process of construction of data structures.

The first attempt to interactively build the SAH BVH trees was
made in work [6], in which the author has adapted the binned
technique that was originally proposed for kd-trees, and
effectively implemented it on the multi-core CPUs. Subsequently,
this implementation was further developed for the Intel MIC
architecture, where the best timing estimates were obtained [8].
Recent work [7] has shown that the construction of SAH BVH
tree on the GPU can be also possible, but the specified timing
estimates turned out to be even higher than the similar estimates
for older CPU [6], despite the use of more powerful architecture.
Thus, at the present time there are no effective methods for
construction of SAH BVH trees on the GPU, which would
provide the opportunity for rendering of arbitrary dynamic scenes.

2. PROBLEM STATEMENT

This work is aimed at development of effective algorithms for
building of full SAH BVH trees on GPU in real-time. In this work
it is presupposed that all the scene objects are represented by a
number of triangles (the so-called “triangle soup”), at the same
time the arbitrary changes in the geometry are allowed in the
process of rendering.
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From a conceptual point of view the algorithm of the tree building
is analogous to the algorithms which are described in the works
[6]-[8]. Still in contrast with the works mentioned we don’t use
the simple heuristics similar to “Median Splits” and “LBVH”
because they lead to decline in the quality of the generated data
structure and consequently to the worse rendering performance.
This work proposes a number of methods for the effective
mapping of the general algorithm to the architecture of modern
GPUs what allowed to accelerate the tree building up to 10 times
compared to the best known GPU implementation [7].

3. BUILDING OF THE SAH BVH TREE

3.1 The Basic Algorithm

The process of the tree construction is represented in the form of
the set of tasks the subsequent performing of which is realized
through the concept of the task queue. The algorithm can be
described by the following sequence of steps:

1) The root node is added to the task queue that contains all
geometric primitives.

2) The first node in queue becomes current.

3) The current node is split into 16 bins along all the three
axes. For every bin the number of geometrical primitives is
calculated and the bounding volume is computed.

4) The optimal split plane is calculated by using SAH.

5) The current node is split into two new nodes containing
geometrical primitives located to the left and to the right
from the selected plane respectively.

6) For every new node the number of geometrical primitives is
compared with the specified threshold number (we used 4).
If the number of the primitives exceeds the threshold then
the corresponding node is added to the task queue.

7) The current node is removed from the task queue. If the
queue isn’t empty then we go to the step 2.

3.2 The Adaptation for GPU

The main objective of this work was mapping of the general
algorithm on the architecture of modern graphics processors.

The most simple way is mapping of a single task on one work
group (here and below we use the terminology of OpenCL
standard). In this case, we will repeat getting of the same result as
in work [7]: low performance on the first levels of the tree, as
soon as only some part of the available cores will be used in
calculations, and the decline in productiveness at the last levels of
the tree associated with an increase in overhead costs needed to
support a large number of small tasks.

The following relatively simple method was proposed in work [8]
and implemented for the Intel MIC architecture: for large nodes
(with the number of primitives bigger than the specified
threshold) the resources of the whole processor are used, while
the other nodes are processed according to the previous scheme —
a single task for a work group. This approach has proved effective
for the architecture of Intel MIC, but when mapped on the GPU
architecture there appears a number of problems. As in the case
with the previous approach, there is a reduce in productivity at the
low levels of the tree, and there an “intermediate layer” appears —
a part of the levels at which a single task is not able to load the
entire graphics processor, but the number of tasks is not large
enough to project them onto a work group.
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3.2.1 The General Scheme

For an effective use of modern GPU we have developed an
improved algorithm for building of SAH BVH tree, which is
largely free from the problems mentioned above. The general
scheme of the algorithm is as follows:

1) At each step of the construction of the tree all the available
tasks are fulfilled, regardless of their size. As a result, we are
able to utilize the resources of the GPU to the full as well as
to reduce the overhead costs associated with the transfer of
tasks from the CPU.

2) For the processing of the nodes containing a sufficient
number of geometric primitives (we used a threshold of
256), several work groups are used on a node (we used
N/512, where N — the number of geometric primitives in the
node). In conjunction with the optimization from paragraph
1), this approach enables us to use the number of resources
close to the optimum.

3) The construction of the tree is divided into 3 stages: the
processing of large nodes (more than 32K of primitives), the
processing of secondary nodes (from 256 to 32K primitives)
and the processing of small nodes (less than 256 primitives).
This approach makes it possible to use the special
modifications of the algorithm at each level, what results in
the possibility to reduce the overhead costs and optimize the
utilization of the GPU resources.

| Sending Tasks |<—
!

| Counting |

!

| Reduction |

I

| Complete Reduction |

I

| Finding Split |

!

| Reordering |
!
| Generating Tasks l—

Figure 1: Construction of the tree level.

Figure 1 illustrates the most general scheme for building of the
level of the tree (which is used at the stage of processing of the
large nodes). Of all the presented stages only the sending of tasks
and the generation of the new tasks are implemented on the CPU.
These stages are the least labor-consuming, so their porting to the
GPU is not reasonable.

3.2.2 The Generation of the Tasks for GPU

As it was stated earlier, in our implementation for processing of
one node the several work groups are used, while several groups
of nodes are processed simultaneously. This allows for high
loading of the GPU, but, unfortunately, leads to the fact that there
is no simple way to determine the amount of work for each
specific work group. Therefore, as the additional parameters for
work group we pass two data arrays — the number of the node
being processed by the work group, and the number of this work
group in the node. This information combined with data about
nodes (the number of the primitives, the number of the first
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primitive, bounding the volume of the node) allows to determine
the amount of work for each work group.

3.2.3 Counting

The second stage in the construction of the tree level is counting
of the number of primitives in each bin and of the bounding
volumes (AABBSs) of these primitives for each work group (this is
correct as each work group processes the primitives from one
node of the tree). In this case, the bins for all the three coordinate
planes are calculated — as it was proved by the experiments in
certain scenes it makes a significant (up to 10-fold) performance
increase. Stage can be divided into two parts:

1) The conversation of information about geometric primitives
into the information about the bins of tree nodes.

2) The application of the algorithm for parallel reduction to this
data.

To implement the first part we have used the approach similar to
that used in works [7] and [8] — the primitives of each work group
are divided into parts consisting of 16 elements (in accordance
with the number of bins) and each of the mentioned parts is
processed by 16 consecutive threads (“halfwarp” in the
terminology of NVIDIA CUDA). This algorithm can be described
by the following pseudo code:

for i in 1 to 16 do
if bin(triangle[i]) = threadld
bin[threadld]. append (triangle[i])

Using 16-passes on the 16 elements may seem superfluous, but it
has the following advantages:

1) Itis optimally mapped on the GPU SIMD architecture.

2) It minimizes memory conflicts (eliminates “bank conflicts”
and provides “coalesced” access).

As an alternative solution to this problem we can propose the
calculation by each data stream of the bin for an associated
triangle and the subsequent reduction of these data. This approach
leads to an increase in required memory (about 16 times) and the
significant computational costs associated with the subsequent
reduction.

3.2.4 Reduction

With the implementation of this phase the classical algorithm of
parallel reduction was used. However, in the process of adaptation
one significant change was made.

Firstly, we do not use a variable number of iterations of the
algorithm. For the processing of the “average” levels of the tree
just one iteration is enough, for the processing of “high” levels,
we used an additional kernel of “final reduction”, reducing all the
available sets of bins in one (for “small” levels this step is not
needed at all). The losses of productivity are not important for this
approach, since most of the computational burden falls on the
steps of calculation and reduction. The result is a simpler
algorithm and reduced the amount of data exchange between the
CPU and the GPU.

3.2.5 Search of Optimal Splitting

This is the one of the least resource-consuming parts of the
algorithm. On the base of the available data on the bins the
optimal split plane is calculated in it with the help of SAH. It was
implemented on the GPU to reduce the amount of the traffic
between the CPU and the accelerator.
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3.2.6 Reordering

The last resource-consuming stage of the tree construction is the
reordering of the nodes’ elements in accordance with the found
splittings (the elements on the left of the split plane are moved to
the beginning of the array, the elements on the right — at the end).
As a basis for solving this sub problem we used the radix sort
algorithm, effectively implemented for the GPU in work [11].

This algorithm can be divided into two main parts — the prefix
summation of the indices of the record (the place in the array
where the element is to be placed) for all the geometric primitives
of the node and strictly speaking the reordering of the array
elements. Traditionally these parts are performed in several passes
which entails additional costs of memory because of the need to
store the results of intermediate calculations and they require
additional calculations (associated with the launch of a prefix
summation on the “global” level [12]).

In our algorithm the atomic operations on the global memory
were used instead of the “global” prefix summation. As a result
the additional steps for computing of the prefix sum on a global
level have been replaced by one atomic operation for the work
group on the local level what allowed to reduce the memory
consumption and the number of computations.

3.2.7 Generating new tasks

It also belongs to the least resource-consuming parts of the tree
building. At this stage the new nodes (corresponding to the
obtained splittings) are added into the resulting tree and,
depending on their size, the new tasks are generated. At the stages
of processing of large and medium-sized nodes the nodes with the
number of primitives which is less than a predetermined threshold
(we used the 32K for the large and 256 for the medium ones) are
added to the task queue belonging to the next step. On the stage of
processing of small units they are considered to be the leaves
(here as the threshold value is used 4).

4. TRAVERSING

4.1 The Basic Algorithms

So there are two main approaches to the realization of traversing
of the tree on GPU: the stack-based and the stackless. The
stackless approach was widely spread when only shaders were
available for the purposes of ray tracing. As soon as writing data
from the fragment shader (kernel) was possible only at the current
fragment of the output texture, for realization of the full stack it
was necessary to use the multi-pass schemes of low efficiency.
With the advent of such instruments as CUDA and OpenCL it
became possible to use the stack because we can easily get the
access to the global device memory for reading and writing. Still
to compare the performance we have realized the both variants.

4.1.1 The Stackless Algorithm

The stackless algorithms are normally based on the preprocessing
of the tree and providing of additional information for the
traversing of the tree. The algorithm based on using of the escape
indices serves as an example of that approach for BVH tree [9].
The information about the node that is passed the next is counted
and saved for every node. The algorithm showed some good
results on simple scenes but with the scene getting more complex
(what means the tree getting bigger) it turned out to behave much
worse than the stack one. Besides that in the situation when the
tree is built on every frame it is necessary to take into
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consideration any additional processing of the tree because it must
be done every time.

4.1.2 The Stack Algorithm

When traversing with a stack we can choose to which node of the
tree we are to go further. For the ray tracing tasks the tree is being
traversed in front to back order, what means that on every step
you need to go to the nearest node. In this way the search for the
nearest hit is done quicker. For traversing of the tree with a stack
it is necessary to organize separate stacks for each thread. For that
we need to allocate the fixed-size array in the private (in the terms
of OpenCL) memory sufficient for storing of the stack of the
maximum possible length the same as it is described in work [10].

4.1.3 The Stack in Registers

Though the organization of the private stack for every thread
doesn’t appear to be a problem anymore still any incoherent
references to the external memory are undesirable. We have
realized the variant of the traversing with a stack in the GPU
registers. Thus for the stack element only 2 bits from the register
will be given. With this approach the traversal algorithm has got
three main states: to visit the right neighboring node, to visit the
left neighboring node and also to go up the tree. A set of these
states provides sufficient information for the traversing of the tree
in the same order as with a normal stack. However, because of the
growing complexity of the kernel code and the need to prepare
and read the additional information for each node of the tree, such
an approach in the current implementation did not provide for a
significant advantage in comparison with the normal stack.

5. RESULTS

To estimate the operating time of the described algorithm the
different scenes have been used with complexity from 10K to 3M
of triangles. The tests have been conducted on a computer with
the GPU NVIDIA GeForce GTX 480 being run by the Linux
operating system (with 270.41.06 version of the video driver).

0
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Figure 2: Sample frames from the test scenes
(Fairy Forest, Conference, Welsh-dragon and Cathedral).

Table 1 contains the comparison of our results with the results
from other well-known works.
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Table 1: Comparison to other GPU SAH BVH builders:
pure build time (ms) / rendering performance (FPS, 1024x1024).

scene Lauterbach [7] Wald [8] Ours
(GTX 280) (Intel MIC) (GTX 480)
Toasters / 11K N/A 11/105 13/83
Fairy Forest / 174K 488 / 21 31/29 40/ 25
Cloth / 92K N/A 19/97 19/ 42
Dragon/Bunny / 252K 403 /8 43/ 55 49 /15
Conference / 284K 477 1 24 42/ 46 98 /36
Welsh-dragon / 2.2M N/A N/A 362 /20
Cathedral / 3.2M N/A N/A 697 /14

6. CONCLUSION

In this work the task of building of full SAH BVH on GPU has
been studied. The given methods for adapting of the general
algorithm allowed to improve the results at more than 10 times
compared to the best implementation known [7] (taking into
account the difference in the hardware used — up to 5 times).
Moreover, the obtained timing estimates are comparable with the
estimates for the “compromise” structures (providing for rapid
construction, but less effective for the ray tracing — Hybrid BVH,
Two-level Grids), obtained in recent works [7], [13]. The current
implementation allows to perform the rendering of arbitrary
dynamic scenes of up to 800K of triangles and static scenes of up
to 5M of triangles.
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Abstract

The problem of automated processing of retinal images for semi-
automatic diagnosis of retinal diseases is considered in this paper.

The main aspects of retinal image processing are discussed. Me-
thods for non-uniform illumination correction, blood vessel detec-
tion and macula and optic disc segmentation, finding dark and
light spots in the macula area are suggested.

Keywords: retinal image processing, eye fundus, telemedicine.

1. INTRODUCTION

Automated analysis of retinal images using software programs
makes it possible to perform mass diagnosis (screening) without
involving a medical officer. This is very important in terms of
time saving and health budget economy and gives a possibility to
make the criteria of detection of the most dangerous retinal dis-
eases more objective and to detect retinal diseases at early stages.

The following major task groups can be marked out in the prob-
lem of automated processing of retinal images:

1. Preprocessing of retinal images.

2. Segmentation of retinal objects which include blood vessels,
macula — the central part of the retina and the optic disc (optic
nerve head).

3. Detection and assessment of pathologies.

2. PREPROCESSING OF RETINAL IMAGES

Image preprocessing consists of correction of non-uniform lumi-
nosity, color normalization and contrast enhancement. Methods of
general image enhancement (sharpening of blurred images, noise
suppression, etc.) can be added to this list.

In this work we use a method of luminosity correction that is
based on segmentation of background pixels and subsequent
computation of luminosity function based only on the background
image [1]. The advantage of this approach is that it does not pro-
duce ringing effect.

The algorithm consists of two steps:

1. First we segment background pixels based on analysis of statis-
tical values. For each pixel of the image we compute mean value
4(x,y) and standard deviation o(x,y) within a window of a

fixed size, then we compute Mahalanobis distance as follows:

1(x,y)— p(x,y)

Plon = o(x,y)+0,
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where I(x,y) — value of the pixel with coordinates (x,y),

o, >0 — small coefficient.
The pixel is classified as the background pixel if D(x,y) <D,
Weuse D, =0,7.
2. The second step consists of luminosity correction as
1
I.(ey)=128— 182
luc (X, y) + ll'lé’

where 4. (x,y) is the mean intensity value of background pixels

in the neighborhood of the pixel at (x,y), g, >0.

Fig. 1 illustrates the proposed method of luminosity correction.

a) original image b) result

Fig 1: Example of correction of the non-uniform luminosity

3. OBJECT SEGMENTATION IN RETINAL IMAGES

3.1 Vasculature segmentation

There are several general approaches to automated vessel segmen-
tation [2]: matched filtering; ridge detection; vessel tracking that
allows connecting disjoint parts of the vessel; pixel-based classifi-
cation; mathematical morphology.

In the proposed method we apply morphological amoebas to the
result of Gabor filtering of the image.

3.1.1 Gabor filtering

2-D Gabor filtering is a convolution with a kernel that can be
formulated as
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these notations, the parameter A defines the wavelength of the
sinusoidal factor, 0 sets the orientation of the filter, y is the phase

offset, ¢ is the scale of the filter and y specifies the ellipticity.

Values of the parameters A, 0 and ¢ are chosen in order to detect

parts of vessels of different directions and widths. We use 6 direc-

tions from 0° to 150° with a step of 30° and 4 values for parame-
1 1 3

ter 61 —o(,~0(, 70 andao, where o is the maximum
4 72 V4

vessel width. Other parameters are set to: A =30, y =7,y = 1.

The result is the maximum modulus of the filtering over all angles
for multiple scales.

Fig. 2 illustrates vessel enhancement by Gabor filtering.

Fig 2: Result of vessel enhancement using Gabor filtering.

3.1.2 Morphological amoebas

The segmentation method is applied to the result of the Gabor
filtering. Thresholding does not produce satistying results, yield-
ing to either a lot of false positive responses or loss of significant
amount of smaller vessels. Mathematical morphology allows to
enhance thresholding methods.

For segmentation of retinal vasculature we use morphological
amoebas, described in [3,4], with modified amoeba distance func-
tion. The general idea of morphological amoebas is that the shape
of the structuring element is adapted for each pixel of the image.

For each pair of adjacent pixels the distance based on pixels' in-
tensities is computed. We use the following distance function:

d((xy, ) (x1. 1)) = \/(x1 _xo)2 +n _yo)2 +
FAU G 3 + (TG0 220,

The summand ,1\/(1();0, v,)? +1(x,,y,)? makes the distance

shorter in dark areas and longer in light areas. It restricts the
amoeba expansion only inside the vessel. Parameter 4 defines the

cost of expansion. The summand \/(xl ,x0)2 + (o 7y0)2

does not allow the amoeba to grow indefinitely in case of a con-
stant image.
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The structuring element for the pixel (x,,y,) consists of all pix-

els with the shortest path to the pixel (X,,,) not exceeding the
given threshold.

The examples of amoebas' shapes are given in Fig. 3.

Fig 3: Examples of shapes of morphological amoebas.
Pixels that form the structuring element are marked in blue.
The algorithm of segmentation using morphological amoebas

consists of the following steps:

1. Via thresholding of the result of Gabor filtering the set M
that consists only of vessel pixels is produced.

2. The set of vessel pixels is morphologically dilated using mor-

phological amoebas. The set is then eroded using circular structur-
ing element and is joined to the set from the previous step:

M, . =M, Erosion(AmoebasDilation(M ))

n+l
3. The process terminates when M, ,, =M, .

The result of the segmentation using morphological amoebas is
shown in Fig. 4.

Result of Gabor filtering Result of segmentation

Puc 4: The result of the vessel segmentation
using morphological amoebas.

3.2 Macula and optic disc segmentation

The localization of macula and optic disc can be performed via
analysis of the vasculature.

We find these regions in assumption that form of the major vessel
arcades is close to circle, the center of this circle is the center of
the macula and the circle crosses the optic disc.

Let {F, =(x,,¥,)}, k=1,...,K be a set of coordinates of major

vessel pixels. The resulting circle is the one that minimizes the
dispersion of distances from pixels B, to the circle boundary.
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The macula region is taken as a circle with 1/3 of the radius of
obtained circle and the same center.

A bright region on the circle boundary is taken as the initial ap-
proximation of the center of optic disc that is further used for
detection of its boundary.

Example of macula and optic disc localization is shown in Fig. 5.

Fig 5: Result of macula and optic disc localization.
The macula region is highlighted in the center of the image.

4. DETECTION AND ASSESSMENT OF PATHOL-
OGIES

4.1 Finding spots in the macula area

Appearing of dark and light spots in the retina can be an indica-
tion of the retinopathy.

4.1.1 Light spot detection
We perform the detection of lesions in the macular area.

The green channel of the preprocessed image is used for the light
spot analysis. Morphological closing and opening is performed to
exclude blood vessels from the image. The size of the structuring
element is chosen in accordance to image size. Then we calculate
dispersion values in every pixel of the image, apply thresholding
and find coordinates of light spot candidates.

Next to distinguish between light spots and outliers we fill every
light spot candidate area with the value taken from surrounding
background pixels, then subtract this image from the original one
and apply the threshold to find light spots.

An example of light spot detection is shown in Fig. 6.

Fid 6: An example of light spot detection in retinal images.
4.1.2 Dark spot detection
Like for the light spot detection, the green channel of the prepro-
cessed image is used for dark spot detection. We perform median

filtering, then apply thresholding to find dark spot candidates.
Next dark spots are separated from outliers. We calculate proper-
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ties of the candidate areas which include compactness, ellipticity,
dispersion, average intensity in red and green channels. The first
property is used to exclude large blood vessels. The remaining
small vessels are segmented from dark spots using the SVM
(Support Vector Machines) method.

An example of dark spot detection is shown in Fig. 7.

Fig 7: An example of dark spot detection.
4.2 Finding optic disc boundary

The analysis of optic disc boundary is important for glaucoma
diagnosis. To find its boundary the method based on active con-
tours was developed [5].

At the preprocessing step the blood vessels are removed from the
image using morphological closing and opening in CIE Lab color
space. [6]. Next the blood vessel map is constructed from the
difference of the obtained image and the source image. Then the
edge map is calculated as the modulus of the intensity gradient.
Using the Hough transform, the initial contour best approximating
the optic disc boundary is taken. The external force field Gradient
Vector Flow (GVF) [7] which is used in active contours method is
constructed from the boundary map.

w~

Fig 8: An example of morphological preprocessing. Left: the
source image; middle: the result of blood vessel removal; right:
the blood vessel map.

At the next step, the preliminary result is calculated. This result is
usually inaccurate and the deviation of the obtained boundary
from the true optic disc boundary is usually observed at intersec-
tions of the optic disc boundary with blood vessels.

At the last step, the correction of the obtained boundary is per-
formed. We construct the ellipsis approximating the obtained
boundary. Every point of this ellipsis is assigned a weight depend-
ing on the edge map and the blood vessel map. The external force
attracting the contour to this ellipsis is added. Another force (the
pressure force) directed along the external contour normal is add-
ed to the points of intersection of the contour with blood vessels.
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Fig 9: Examples of optic disc detection. True contours are
shown by white color. The results of the proposed method are
shown by green color. Black dashed lines are the preliminary
results (without applying active contours).

The following performance values were obtained on DRIVE and
MESSIDOR bases: average overlap —0.89, sensitivity — 94.1%,
specificity — 98.4%. This confirms the effectiveness and the relia-
bility of the proposed method.

5. CONCLUSION

The proposed in the paper algorithms for non-uniform illumina-
tion correction, blood vessel detection, macula and optic disc
segmentation in retinal images, finding light and dark spots in the
macula area compose the basis of the telemedicine system of re-
tinal image analysis developed by the authors group.

The target of the future work is creating the integrated software
system based on the optimization and coordination of the work of
the proposed algorithms.

The work was supported by the state contract Ne8/3-6171-10 with
the Moscow government.
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Abstract

Major achievements in the field of automation microscopy, such
as automatic analysis of blood smear, counting leukocyte formula
(wbc), automated analysis of feces for parasites, the creation of a
virtual slide, online virtual slides are considered.

Machine vision applied to medical imaging, with high accuracy
allow differentiating, and then segmenting the objects according
to their typical properties.

The main problem is the difference in color and quality of the
product depending on the method of its preparation and coating
on a slide. To solve this problem applies a starting point for
search algorithms and adapt to current conditions.

Keywords: automated microscopy, virtual slides, virtual
microscopes, blood analysis.

1. INTRODUCTION

Image processing - an integral part of working with any kind of
analysis and the results of medical research. History of medical
imaging stems from the first electronic image of the
musculoskeletal system, but we also look at the lab. Daily passes
through a typical laboratory set a variety of tests ranging from
blood and ending with a scrape on helminthes eggs. Any sample
analyzed specialist based on their knowledge and experience. The
accuracy and reliability of the results may cause some doubt in
the absence of backup tests. Therefore, a new stage of
development of laboratory tests is automated or robotic
microscope, which allows you to automatically carry out the
study, with follow-up inspection, adjustment and the ability to
store the results.

2. ANALYSIS OF BLOOD SMEAR

Mmuorue Many diseases can give the normal ratio of blood cells
and abnormal cell morphology, so use only enough flow
hematology analyzer. [3] Modern flow hematology analyzer can
not detect unusual cells and approximately 20% of the test results
are questionable. And there must be, at least, selective
microscopic control results of flow hematology analyzer.[2]
Microscopic examination is recommended for the differential
diagnosis, particularly if the flow hematology analyzer has a
deviation from the norm. Hand microscopy is labor-intensive and
responsible work, requiring high stress. [4] The creation of an
automated system can not only facilitate the work of specialists,
but also to preserve the accuracy of detection of atypical cells.

Automatic analysis can be divided into several stages:

e Finding a starting point, the definition of layer
thickness.

We move to the area of a monolayer of erythrocytes
then we perform binarization of images and divide the
objects and background, assessment of the size of objects
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and their optical density in order to approach the values for
the given values.

e  Finding the cells.

The algorithm is based on the difference in color of the
nucleus and other objects. The core is inherent in a blue
color.

e  Segmentation

At the end of the analysis it is necessary to determine
the types of cells. The algorithm works as follows: Selecting
the core. Isolation of the background. Separation of the
remaining pixels in the cytoplasm and other objects.

Image 1: Object gallery.

e  C(Classification of erythrocytes.

Classification is carried out in form, size and optical
density. Highlighted the atypical cells (echinocytes, drop-
shaped, bite, eliptotsity, and irregularly shaped cells), macro-
and microforms. Also allocated special types of cells with an
abnormal profile of optical density (target cells, spherocytes,
stomatotsity).

e  Classification of leukocytes.

Six major types of cells are distinguished (stab
neutrophils, segmented neutrophils, eosinophils, basophils,
lymphocytes, monocytes). Color, luminance, geometric and
textural characteristics are used.

3. ANALYSIS OF FECES FOR PARASITES

Another area of laboratory microscope is parasitology. In contrast
to blood smears, to search for helminthes eggs it is necessary to
examine the material at different focal lengths. Determination of
the eggs carried by the characteristic black rings (shells). Sample
preparation requires special attention to medications. In most
cases, a complex station with a slide-camera, mounted directly on
the object table of the microscope. Two variants of screening are
possible:
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of tiles, numbered in order. In the case of placement of virtual

o Tn the first case, the installation performs the screening, slides on the Internet, patient information is not reported.

moving, and focusing the slide chamber on all area and
depth, revealing helminthes eggs. Special holder for the
slide chamber provides reliable attachment during rapid
movements of automatic screening. Detected objects
fall into a database for visual identification of the doctor
on a computer screen. [1]

6. CONCLUSION

In conclusion, I want to note that the development of modern
microscopy increases the accuracy and performance studies,
which undoubtedly plays a crucial role in formulating the correct
diagnosis.
e In the second case, we create a digital 3D copy of the

sample (virtual slide) and then analyze it in the

workplace or remotely 7. REFERENCES

f [1] Bogdan S. IV Bykov Parpar AA (CGE MBA MEKOS)
Automated microscopy of fecal parasites.

[2]Cornet E., Perol J-P., X Troussard. Performance evaluation
and relevance of the CellaVision™ DM96 system in routine
analysis and in patients with malignant hematological
diseases. Int J Lab Hematol. v.30, N 6, 2008.

[3] Honey, VS, AA Parpar Pyatnitsky AM, Sokolinskii BZ
(MEKOS). Robotic microscopy introduces standard of quality
blood smear analysis.

[4] Pyatnitsky AM, Honey VS Parpar AA (MEKOS) analysis of
reticulocytes: manual microscopy, flow analyzers, analyzers or
images?

Image2: Automated analysis of the sample on
helminthes eggs..

About the author

Stepan Panov is a student at Bauman Moscow State Technical
University, Faculty of special machines. He is an engineer at
MECOS Company. His contact email is panovstepan@gmail.com

4. VIRTUAL MICROSCOPE

Virtual product is formed from a large number of neighboring
primary physical field of view with an adaptive adjustment of the
boundaries between them, one without defect border (pan).

Virtual drug can be viewed on a remote computer simulated
microscopy (moving, different size) and morphometry of objects.
Together with the virtual microscope, it became possible long-
term storage of samples useful for quality control and training.

4.1 Virtual slides online

The development of Internet technology allows for the rapid
exchange of information between laboratories. The integration of
virtual slides with platform GMAPS API has significantly
simplify remote research. On slides, placed on Internet site, you
can navigate, edit, zoom, measure the dimensions of objects, as
well as switch Z layers for 3D virtual slides of urine sediment,
helminthes eggs and fecal matter. In contrast to real samples,
virtual slides do not deteriorate over time and are available for
viewing virtually for any interested man.

5. PROTECTION OF PERSONAL DATA

The generally accepted standard for transmitting medical images
is a standard DICOM (Digital Imaging and COmmunications in
Medicine). Storing the virtual slide is carried in several ways. The
first option - stitched image (large image in JPEG2000 format,
with a patient information). The alternative - a collection of sets
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Abstract

Diffuse axonal injury (DAI) is a common type of brain damage
induced by trauma. Accurate detection and quantification of DAI
lesions is essential for assessment of a patient’s state and making a
prognosis of a traumatic disease. This study is devoted to semi-
automated segmentation of DAI lesions on T2*-weighted brain
magnetic resonance (MR) images. A radiologist outlines the
regions containing lesions, and the lesions are further
automatically delineated inside these regions.

A proposed algorithm for automated segmentation of DAI lesions
inside specified regions is based on contouring algorithm which
treats the image as a 3D topological map where a pixel’s intensity
corresponds to its height. It builds isolines of an intensity
function. Lesion contours are among these isolines.

In order to distinguish true lesion contours from other closed
contours obtained by contouring algorithm machine learning
approach is exploited. A labeled training base with positive
(lesions) and negative (non-lesions or lesion parts) examples of
closed contours is used to train the classifier.

The algorithm was evaluated with real T2*-weighted brain MRI
images.

Keywords: Diffuse Axonal Injury, Brain MRI, Brain Lesion
Segmentation, Contour Levels.

1. INTRODUCTION

Recently automated and semi-automated algorithms for medical
image processing are widely used by radiologists during
evaluation of a patient’s state and diagnostics of various diseases.
In this paper we introduce a semi-automated method for detection
of diffuse axonal injury (DAI) lesions on T2*-weighted brain MRI
images.

Diffuse axonal injury occurs in 50% cases of severe traumatic
brain injury. Occurrence of DAI lesions in midbrain and
brainstem is the most common cause of coma and subsequent
disability. An accurate and convenient method for detection of
DAL lesions will help a radiologist to estimate current stage of the
disease and make a prognosis of a further disease flow.

T2*-weighted MRI was chosen among other MRI modalities
because it allows to identify DAI lesions visually rather clearly.
The T2*-weighted MRI sequence is the most sensitive to the
magnetic susceptibility induced by static field inhomogeneities,
arising from paramagnetic blood breakdown products in DAI
lesions. They look like small dark spots, usually in brain tissue,
sometimes connecting each other. So some automatization can be
added to the process. Fully automated algorithms for brain lesion
detection usually lack accuracy and stability. True lesions can be
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easily confused with other formations, for example, blood vessels.
Therefore, we developed a semi-automated algorithm.

A radiologist interactively specifies rectangular regions of interest
(ROI) which are likely to contain DAL lesions. After this marking
procedure each MRI section of the current stack may include
none, one or several square regions (Figure 1). Then the lesions
inside these specified regions are segmented fully automatically.
So there is a trade-off between speed and accuracy.

Figure 1: ROI selected on T2*-weighted MRI.

A proposed algorithm for DAI lesion segmentation, i.e.
delineation of lesion contours, is based on contouring algorithm
which is aimed to obtain closed contours which may potentially
correspond to true lesion contours. In order to distinguish lesion
contours from other closed contours machine learning is applied.

The rest of the paper is organized as follows. A brief review of
previous work is given in section 2. Contouring algorithm
purpose and its application to a current problem is described in
section 3. Section 4 is devoted to selection of closed contours
obtained by contouring algorithm, which correspond to DAI
lesions contours, via support vector machine (SVM) classifier.
Implementation details and comparison with other methods is
given in Section 5. Section 6 includes conclusion and discussion.

2. PREVIOUS WORK

There are several works devoted to processing of MR images of
brain with DAI. For the most part they deal with medical and
practical aspects of the experiment rather than with image
processing algorithms.

Paper [8] presents a method for quantification of severity of DAI
by diffusion tensor images (DTI). Several specific characteristics

GraphiCon’2011



are measured at multiple locations and their statistical analysis is
performed for patients and healthy control subjects. Voxels with
statistically significant deviation from normal values are assigned
to lesions.

In [7] two types of T2*-weighted MRI sequences are compared
for detection of DAL Lesions are defined as regions of abnormally
low signal intensity.

A wide variety of works on detection of brain lesions in general
exist. These lesions can be caused by multiple sclerosis, aging,
vascular risk factors.

One of fundamental studies in this area is [16]. The paper presents
semiautomatic technique for segmentation of white matter lesions
(WML) using a supervised artificial neural network classifier.
Multimodal MRI data is used. The classifier is trained to assign
each pixel to one of five classes — background, white matter
(WM), gray matter (GM), cerebrospinal fluid (CSF) and WML -
based on its intensity on different MRI modalities.

A widely used method for segmentation of WML is described in
[23]. It utilizes a previously proposed concept of fuzzy connected
objects. An operator detects few points on dual-echo fast spin-
echo MR images, which correspond to WM, GM and CSF. Each
of these objects is further automatically detected as a fuzzy
connected set. WML’s are segmented as 3D fuzzy connected
objects in the holes of these objects’ union.

An important work on automated multiple sclerosis lesions
detection is [11]. The method models distribution of intensities of
WM, GM and CSF, and detects lesions as voxels which are not
well described by these models. Markov random field is used to
add contextual constraints because it is known that multiple
sclerosis lesions are usually located in the vicinity of white matter.

In [1] normal tissues and WMLs are segmented by thresholding
on some MRI-specific values. Potential WML clusters are also
analyzed for 3D shape and surrounding tissue composition.

The method for automated segmentation of multiple sclerosis
lesions on multimodal MRI images using fuzzy C-means (FCM)
clustering is described in [4]. First, FCM is used to extract a mask
for CSF and lesions which distinguishes them from other tissues.
Then, FCM is reapplied to the masked image to distinguish
lesions from CSF.

The authors of [9] propose to use k-nearest neighbor classifier to
segment WM, GM, CSF and WMLs.

In [10] each voxel of brain volume is characterized by a vector of
values from multiple MRI modalities — its own and of its
neighbors. SVM is used for classification to lesions and non-
lesions. Typical non-lesions for SVM training are selected using
AdaBoost.

One of the latest works [15] introduces weak labels — rectangular
regions of interest specified by an expert, which contain lesions.
This concept is close to one used in the present work. Lesions are
segmented automatically inside these regions. First, K-means
clustering is used to identify lesions cluster. Intensity distribution
is calculated based on the found cluster. A confidence map is built
for a whole ROI. Voxels with high probability of belonging to
lesions are used as seeds for more accurate segmentation by
Grow-Cut algorithm [14].

The methods mentioned above represent a wide variety of
approaches to brain lesions segmentation but all of them perform
voxel-wise segmentation. In this work we propose a method
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which is based on a quite different approach — machine learning is
applied to feature vectors relative to contours, not voxels. DAI
lesions usually have a specific shape so we can utilize this a priori
knowledge and obtain accurate and smooth lesion contours.

Furthermore, in this study there is no need for 3D segmentation —
each MRI section is processed separately so that a radiologist can
easily control the process.

3. CONTOURING ALGORITHM

The method proposed in this paper is based on contouring
algorithm which is aimed to build smooth closed contours
delineating DAL lesions.

Contouring algorithm in general is used for building a contour
plot — a set of level curves of different heights of a function of two
variables, i.e. isolines of a function. A level curve of height h of
a function f(x,y) is the set of all points (X,y) such that

f (X, y) = h. One or more isolines can exist for level h.

Contour plots are widely used in cartography for building
topographic maps, meteorology, geology and many other areas.

Contouring algorithms — algorithms for building contour plots —
are described in different works, for example [2]. In this work we
use contouring algorithm close to the algorithm described in
MATLAB online documentation [12].

In our case f(X,y) is a function which takes a value which
equals a pixel’s intensity at the point (X, Y).

The specificity of a current problem requires that we consider
only closed contour lines because only they can delineate DAI
lesions. As it is shown on Figure 2 there exists a range of contour
levels on which lesions are marked perfectly with closed contour
lines.

Figure 2: Contour maps of image ROI.

4. SELECTION OF REQUIRED
CONTOURS VIA SVM CLASSIFIER

CLOSED

After the contour lines are built, a problem which arises is how to
select contours corresponding to DAI lesions contours from the
whole set of closed contours.

A radiologist can easily do it by sight — he uses a priori
knowledge of the shape, intensity and other specific features of
DAI lesions. Therefore, we can try to apply machine learning
approach to this problem and train a classifier which can
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distinguish lesions contours from other closed contours based on
these a priori characteristics of lesions.

4.1 Training and applying a classifier

We used the following features to characterize each closed
contour:

e square of shape bounded by the contour;

e  perimeter;

e mean intensity inside the contour / ROl mean intensity;
e intensity difference inside and outside the contour;

e elongation;

e  density.

A feature vector corresponding to a contour is used as a sample
for training and testing a classifier.

A ftraining base is constructed as follows. Contour lines for a
specified range of levels are built for a set of MRI images inside
rectangular ROI specified by a radiologist. Only closed contours
are selected among them. For each closed contour a feature vector
of above mentioned features is calculated. If a contour
corresponds to a DA lesion contour it is marked as +1, otherwise
it is marked as -1. Thus we obtain a labeled training set for a two-
class classifier. A classifier model is built on this set. Then, if we
want to detect all DAI lesions inside a ROl on a previously
unseen MRI image we should do the following:

e  Build contour lines for a range of levels.
e  Select closed contours among these contour lines.
e  Calculate a feature vector for each of these contours.

e Apply a classifier to each of these feature vectors in
order to learn if a corresponding closed contour is a
DAl lesion contour or not.

4.2 Support vector machine (SVM)

A popular SVM classifier [6] is used in this work. It constructs a
hyperplane in a high-dimensional feature space, which separates
the classes — a decision boundary. SVM tries to maximize the
margin — the perpendicular distance between the decision
boundary and the closest of the data points, which are called
support vectors. The location of this boundary is determined by a
subset of these support vectors. Maximizing the margin leads to
better separation between classes.

An important property of SVM is that the determination of the
model parameters corresponds to a convex optimization problem,
and so any local solution is also a global optimum [3].

5. EXPERIMENTS
A proposed algorithm was implemented on C#. Implementation
details and results are given below.

Contour lines for 20 levels in the intensity range

min 1 (x,y)+10,min 1 (X,y)+ 70 | were built
X,y X,y

by the contouring algorithm.

The base for training and validation of SVM classifier consists of
320 lesion contours and 231 non-lesion contours obtained from
41 MRI images. A total set of 8 brain MRI volumes was used.
SVM classifier with linear kernel was applied.
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Classification accuracy was evaluated by 5-2 cross-validation. On
80% of images DAI lesions were segmented successfully.

Obtained results were compared with results of segmentation by
some basic computer vision methods such as edge detection and
region growing.

For edge detection Canny edge detector [5] was used. The results
are not satisfactory because it gives too much clutter and
furthermore it loses the contours of lesions (Figure 3b).

Algorithms based on region growing, which were also tried, start
with Gaussian blurring of the original image which allows to
compute local intensity minima effectively. These local minima
are used as seeds for region growing because DAI lesions are
regions of minimum intensity. Each local minimum can contain
one pixel or a group of pixels with equal intensities which are
lower than intensities of neighboring pixels. Region growing
starts from these local minima — more and more pixels which
satisfy special criteria are added to each region. One of such
criteria is intensity threshold which can be set manually or
adaptively. Another threshold used in this experiment was based
on the region square. In order to filter seeds obtained from local
minima third threshold for intensity value was set and finally
inside and outside border mean intensities difference was also
checked by threshold value.

Region growing seems to be a better solution than edge detection,
but in some cases it also works not correctly which results in re-
segmentation of odd pixels or missing some pixels which
definitely belong to the lesion (Figure 3c).

The proposed algorithm significantly outperforms region growing
and edge detection methods. An example of its results is shown
on Figure 3d.

(© (d)
Figure 3: a: original ROI; b: Canny; c: region growing; d: our
method.
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6. CONCLUSION AND DISCUSSION

A novel approach to semi-automated segmentation of DAI lesions
on brain MRI images was proposed. It is based on contouring
algorithm which builds level curves for a specified set of levels —
these curves are isolines of an intensity function. It was shown
that these level curves can catch lesion contours well. In order to
select required lesion contours from other closed level contours
SVM classifier was used.

A proposed algorithm was evaluated on real brain MRI images
provided by Children's Clinical and Research Institute Emergency
Surgery and Trauma and demonstrated good results accepted by
the radiologist.

However, some difficulties arise in the case of DAI lesions
detection in severely damaged areas where these lesions cover
almost all the area of the ROI. But in this case there is a fuzzy
boundary between DAI and hemorrhage. Thus detection of
hemorrhage is another problem and may involve other methods
for its solution.

Another difficulty is that in some situations even a radiologist
cannot be sure if a dark spot is a DAI lesion or a blood vessel. So
one of further directions for this work is matching T2*-weighted
brain MRI images with angiography images where blood vessels
are well seen, in order to distinguish DAI lesions from blood
vessels automatically.

The future work also includes creation of a more representative
MRI database of brain damaged by DAI.
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Figure 1: 3D expression map of ¢-Fos gene in an adult mouse brain, before and after subsurface fluorescence removal (fragment,

iso-surface rendering); inset: 2D sections.

Abstract

Acquisition, transfer, registration and processing of 3D im-
ages of biological objects are all complex procedures that
tend to introduce various artifacts, reducing the resolution
of the imaging techniques. One such technique is block-
face imaging, which suffers greatly from subsurface fluores-
cence. Removal of this type of artifacts can be reformulated
as a deconvolution problem. Although several classic and
specialized algorithms have been succesfully applied to this
problem, they only work for relatively low amount of blur,
sparsely distributed objects and predetermined convolution
kernel. Following recent advances in deblurring of 2D nat-
ural images, we propose a new Expectation-Minimization
algorithm approximating the maximum a posteriori proba-
bility solution. The algorithm is not limited to the case of
fixed kernel, but can also work with partially known (para-
metric) or totally unknown kernels. We test the algorithm
on model and real data.

Keywords: image processing, 3D deblurring, blind decon-
volution, block-face imaging, EM-algorithm

1 INTRODUCTION

The last few years saw rapid development of 3D cryogenic
block-face imaging methods. New methods of scanning com-
bined with modern capabilities of visualization techniques
allowed researchers to measure and analyze cell-level activ-
ity on the scale of the whole brain or even the whole organ-
ism [Roy et al. 2010]. These methods can be used in many
applications including stem cell therapy, metastatic cancer
treatment, gene expression mapping and phenotyping of lab-
oratory animals [Krishnamurthi et al. 2010].

*e-mail:AndreyAlexTikhonov@yandex.ru
fpavel.voronin@gmail.com
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While it became easier to obtain high-resolution 3D vol-
umetric data, certain imaging artifacts can significantly re-
duce the resolving power of the technique. For block-face
imaging of fluorescent proteins, the biggest problem is sub-
surface fluorescence and scattering of light. Effectively a
type of blur, it is generally modeled as convolution with a
point spread function (PSF):

I=L®f+n. (1)
Here we used the following notation:
e I — observed blurred image;
e L. — clear latent image we want to find;

e f — kernel (PSF), could be known (non-blind deconvo-
lution) or not (blind deconvolution);

e n — additive noise, some of its properties are usually
known.

Point spread function describes the response of an imaging
system to a point source or point object. PSF is usually
assumed to be shift-invariant (every voxel is convolved with
the same kernel). Such assumption is widely used in practice
because it leads to more stable and efficient algorithms. We
will follow this assumption, but for many practical cases it
is not sufficiently adequate and should be utilized with care.

Note that equation 1 is a Fredholm integral equation of
the first kind. It is an ill-posed problem, and some prior
knowledge is needed to regularize it.

2 METHODS OVERVIEW

3D deconvolution necessarily involves processing huge
amounts of data, which places strong constraints on the
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methods’ computational demands. This has led to a wide
usage of simple (and thus computationally cheap) methods.

So far, the research has been focused on non-blind decon-
volution. Same as in 2D, the most commonly used meth-
ods are Richardson-Lucy algorithm and Wiener filter [Kr-
ishnamurthi et al. 2010]. Additionaly, a new cryo-imaging
oriented Next-image algorithm was proposed [Steyer et al.
2009].

Wiener filtering is a well-known approach to deconvolu-
tion of noisy images coming from signal processing theory
[Gonzalez and Woods 2006]. It works in the frequency do-
main of equation 1, attempting to minimize the impact of
deconvoluted noise at frequencies which have a poor signal-
to-noise ratio. It is a non-iterative algorithm, implementing
an expicit formula.

The Richardson-Lucy algorithm (also known as Lucy-
Richardson deconvolution) is an iterative procedure recov-
ering original image under the assumption that the noise is
Poisson-distributed [Richardson 1972], [Lucy 1974]. It has
been shown that if this algorithm converges, it converges to
the maximum likelihood solution.

Next-image algorithm avoids solving deconvolution prob-
lem altogether, turning instead to modeling light propaga-
tion in tissue directly [Steyer et al. 2009]. Using a crude
approximation and a set of physically measured or semi-
automatically estimated parameters, the derived scheme is
very simple. It essentially boils down to going through the
data, blurring each layer to estimate its contribution to sub-
surface fluorescence, and subtracting it from the consequtive
layers.

While data volume for 3D problems seems to limit the
complexity of applicable algorithms, we argue that it can
still be handled by more general approaches. For most ap-
plications, one can use much more rigid kernel priors than in
2D; furthemore, PSF is often known up to a low-dimensional
set of parameters. This can be utilized to make the problem
tractable by the more complex mordern MAP-algorithms.

3 PROPOSED ALGORITHM

3D deconvolution is a challenging problem and thus recieved
modest development. Meanwhile, methods for 2D image de-
blurring were developing rapidly during the last decade. Ex-
ponential growth of the available computational power seems
to have led to the current capabilities of computers being
high enough so that we can apply more efficient deblurring
techniques from this closely related field of research.

We will combine and adapt several modern approaches
to 2D deconvolution to construct a 3D blind deconvolution
algorithm.

3.1 Blind deconvolution method

Many modern 2D blind deconvolution algorithms are based
on approximating maximum aposteriori probability (MAP)
solution:

(L, f) = arg maxlog p(L, f|I). (2)

While applying MAP framework, one must construct
probabilistic model for the process of image convolution:

p(L, f|T) o< p(I|L, £)p(L)p(f). ®3)

Each factor in the right part of the model should be chosen
with great care, and many variations have been proposed.
Very little is known about about appropriate priors for 3D
images, so we based our model on some of the more robust
2D priors.

Russia, Moscow, September 26-30, 2011
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Once the model is fixed, the problem of blind deconvolu-
tion is solved by an iterative EM-like procedure. Before the
first iteration, PSF is initialized with some realistic values.
Then, we alternate between these two steps till convergence:

e Fix kernel f and solve non-blind deconvolution problem:
(L™Y|f) = argmaxlog p(L|f, I). 4)

e Fix latent image estimate L and update kernel f:
(f*°V|L) = arg maxlog p(f|L, I). (5)

3.2 Estimation of the latent image

To calculate optimal clear image L™ according to sug-
gested model, we must choose each factor in the probability
model. Basically, we use the approach of [Shan et al. 2008]
with the exception of the kernel prior. To simplify the op-
timization process, following [Cho and Lee 2009], we opted
for Lo regularization instead of L;.

By taking the negative logarithm of the aposteriori prob-
ability p(L,f|I), we restate the probability maximization
problem as an energy minimization problem, defining en-
ergy E(L,f) = —logp(L, f|TI). Thus, the appropriate target
function can be formulated as follows:

E(L,f) ( S ween | L@ f —0*1||3 |+
9* €O
+ > Mle@L)|+ (6)

ve{x,y,z}

+>\2(H8uL — 8130 M) 48]

Here M = {m;} is an estimate of the local smooth-
ness map with o denoting masking (element-wise multipli-
cation); © is the set of partial derivative operators: © =
{00, Oz, Oy, 0z, Oz, Ozy, Ovz, Oyy, Oyz, 0=z, }, where 9y returns
pixel intensities of an image: 9oI = I. © is used to reg-
ularize the mismatch between the observed blurred image
(I) and estimated latent image convolved with PSF (L ® f).
Using second order derivatives was proposed by [Shan et al.
2008] as a means to improve the robustness of the algorithm.
® is a function specifically designed to penalize unrealistic
distribution of gradients in the estimated image.

Even after significant simplification, target function of
equation 6 is still highly non-convex and has thousands to
millions of variables. In order to optimize it efficiently, au-
thors of [Shan et al. 2008] propose a variable substitution
scheme as well as an iterative parameter re-weighting tech-
nique. The basic idea is to separate the complex convolu-
tions from other terms so that they can be computed using
Fourier transform. Transferring the approach to 3D, we get
the following two-step scheme for the inner iteration process
of computing the new estimate L"™":

e Fix L™ (initialize it with I before the first iteration)
and find the pseudogradients ¥ = {v;} of L"*" that

minimize energy:
Ey, , =M[@(Win)] + Aami (i) —
—0uI7 + v (i -0, L3).

This energy can be optimized very fast, independently for
each pixel ¢ and for each partial derivative dv € d{z,y, z}.

(7)

e Fix the gradient estimation ¥ and update the latent
image L™":
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Figure 2: Excluding intensities from the energy improves the
optimization convergence.
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Here F, F~! denote direct and inverse Fourier transform,

respectively. A= 3", we(o+)F(0*)oF(9"), and (-) is the
complex conjugate operator. Division is performed element-
wise.

3.3 Estimation of the kernel

We consider two types of convolution kernels — PSF with a
sparsity prior only (commonly used in 2D deblurring), and
a parametric set of kernels — cheaper and more robust ap-
proach.

3.3.1 Unconstrained PSF

Method used in [Shan et al. 2008] for kernel estimation
(based on the interior point method) is extremely slow, and
even for 2D images it suffers from memory overhead. Con-
sequently, we decided to use the approach of [Cho and Lee
2009], that is much more efficient.

When L is fixed, energy in eq. 6 is simplified:

E(f) x (Z Wegon 0L @ £ — a*Iu%) + el (9)

0*€O

Optimization of this energy is a quadratic programming
problem:

< > Wiy |0"L & £ — 8*I||2) + ||f]]2 — max
9% €0 £
fi >0 (10)

Sh=

If we relax the problem, ignoring constrains on f, we can
find solution analytically, using Fourier transforms. Doing
so would require inverting the corresponding matrix, which
in this case is a computationally expensive and unrobust
operation. Instead, following [Cho and Lee 2009], we employ
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conjugate gradients (CG) method to optimize 9. Recent
analysis in [Levin et al. 2009; Levin et al. 2011] also indicates
the energy in eq. 9 should be further simplified by excluding
pixel intensities, ©® — e =6 \ Q0. It leads to a significant
improvement of conjugate gradients convergence speed and,
at the same time, produces a more robust solution (for what
is a typical example for our experiments, see fig. 2).

As convolution for two signals (pxp and gx q) is equivalent
to multiplication of two matrices (p? x ¢ and ¢ x 1), the
problem can be rewritten in matrix form. Denoting matrix
corresponding to the sum in 10 by A, we get the following
functional to be minimized at each iteration of CG:

Bx(£) = [|Af = blla + |12 = )
= (Af =) (Af = b) + BT f;

To use the CG method, we also need to compute the gra-
dient of Ej(f):

dEx(f)
df

In general, our optimization procedure produces an un-
normalized solution with negative values. So, after the op-
timization process is finished, we set the small values in the
kernel to zero (to be precise, those smaller than % of the
biggest one); the remaining elements are normalized so that
their sum is equal to one.

As CG can not guarantee convergence to the global opti-
mum, the optimization is done in a pyramidal coarse-to-fine

manner [Cho and Lee 2009].
3.3.2 Parametric PSF

Now, let’s assume the PSF can be parameterized by a small
set of variables, f = f(6). While the energy can still be com-
puted using eq. 11, the equation for the gradient changes
somewhat:

= 24T Af + 28f — 247 b, (12)

dEy(f) T ,.df df T, df

= f— f— — —: 1

20 2A° A d6+26 a0 2A 20 (13)
Effectively, this constitutes a more robust procedure, since

the dimensionality of the problem is tipically much lower

and, even more importantly, the kernel is guaranteed to be

normalized and have no negative elements.

3.4 Implementation details

‘We have implemented the algorithms described in previous
section for both 2D and 3D using MATLAB. The implemen-
tation was evaluated on model data and real images. The
first part of the proposed method is non-blind deconvolution,
so we used the standard MATLAB algorithms for evaluation.

Also, we tried two different configurations of coarse-to-fine
pyramid: 1) to downsample both the kernel and the images,
and 2) to downsample the kernel only (while applying con-
jugate gradients). The second method is simpler, but the
first one often produces a better solution, especially for the
coarsest approximations.

Note that working with the downsampled images demands
an appropriate scaling of the non-blind algorithm’s param-
eters (otherwise, significant artifacts in early levels of the
pyramid will result in a grossly suboptimal solution).

4 EXPERIMENTAL RESULTS

We have tested our algorithm on model and real data.

The model 3D scene consists of numerous tightly packed
small spheres. Each sphere is a dense intensity source, with
luminocity peaking in the center and falling to about half
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of that towards the edges. Positions and densities of the
spheres are sampled from a normal distribution. Fig. 3
(upper left) shows an example of our model scene.

In our experiments, we used a simple kernel parametriza-
tion, a gaussian multiplied by a hyperbola. This PSF that
can be scaled in each dimension (and it fits well with our
real data):

h—k

f’iqj,k(haw>d) = h

*N(wd” 2 (9

The only parameters are {h,w,d} — height, width and
depth of the kernel, accordingly. The PSF has a paraboloid-
like shape, with most of the density concentrated around
the axis. Example of our PSF can be seen on fig. 3 (upper
right).

After applying the convolution, many of the spheres stick
together and cease to be discrete objects. This replicates the
effect subsurface fluorescence has on block-face imaging: in-
dividual cells can no longer be easily discerned as such, thus
decrising the resolution (resolving power) of the technique.
Fig.3 (lower left) shows the model scene after applying con-
volution with the kernel.

Fig.3 (lower right) shows the output of the proposed non-
blind deconvolution method. Even the more closely seeded
spheres have been been succesfully separated. The estima-
tion of the densities is also pretty close to the original.

Fig.4 compares the result of non-blind and fully blind
(no kernel parameterization information) deconvolution
schemes. The source image and the kernel used for blur
are the same in both cases. Note that although the recon-
structed shapes are very similar, non-blind deconvolution
did a much better job at estimating densities.

When parameters of the kernel are taken into account,
blind deconvolution algorithm finds a good estimate for the
PSF in just a few steps of CG. For the model data, the results
are visually indistinguishable from those of non-blind de-
convoluton (because of the space limitations, we omit them
here).

Fig.1 shows an iso-surface rendering of a fragment of a
3D map of c-Fos expression in an adult mouse brain, before
and after subsurface fluorescence removal procedure; inset
are 2D section of the same data. Kernel parameterization is
the same as above. The proposed method clearly results in
a significant improval of the quality of the scan.
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Abstract

This paper presents Direct Volume Rendering (DVR)
improvement strategies, which provide new opportunities for
scientific and medical visualization which are not available in due
measure in analogues: 1) multi-volume rendering in a single space
of up to 3 volumetric datasets determined in different coordinate
systems and having sizes as big as up to 512x512x512 16-bit
values; 2) performing the above process in real time on a middle
class GPU, e. g. nVidia GeForce GTS 250 512 MB; 3) a custom
bounding mesh for more accurate selection of the desired region in
addition to the clipping bounding box; 4) simultaneous usage of a
number of visualization techniques including the shaded Direct
Volume Rendering via the 1D- or 2D- transfer functions, multiple
semi-transparent discrete iso-surfaces visualization, MIP, and
MIDA. The paper discusses how the new properties affect the
implementation of the DVR. In the DVR implementation we use
such optimization strategies as the early ray termination and the
empty space skipping. The clipping ability is also used as the
empty space skipping approach to the rendering performance
improvement. We use the random ray start position generation
and the further frame accumulation in order to reduce the rendering
artifacts. The rendering quality can be also improved by the on-
the-fly tri-cubic filtering during the rendering process. Our
framework supports 4 different stereoscopic visualization modes.
Finally we outline the visualization performance in terms of the
frame rates for different visualization techniques on different
graphic cards.

Keywords: GPGPU, ray casting, direct volume rendering, medical
imaging, empty space skipping, section by arbitrary mesh.

1. INTRODUCTION

In scientific visualization it is often necessary to deal with some
volumetric regular scalar datasets. These data may be obtained by
some numerical simulation or via the scanning equipment such as
tomographs. The output data of the CT scan is a series of the
slices, i.e. two-dimensional scalar arrays of 16-bit integer values.
The stack of such slices can be interpreted as a volumetric dataset
which can be visualized as a 3D object.

Since the 90s, the Direct Volume Rendering shows itself as an
efficient tool for the visual analysis of volumetric datasets [1-4].
Different established approaches [4] make possible the
implementation of the real-time volume rendering by using the
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parallel and high-performance computations on the GPU. The
recent progress in GPGPU computations makes the real-time
multi-volume rendering possible [1]. In this paper we make a
review of general details of our Ray Casting implementation,
which allows for the performance and quality improvement of the
available visualization methods.

1.1 The framework development motivation

There was a need in a volumetric visualization of the molecular
dynamic simulation of the electron bubble transport process.
There was a number of different volumetric datasets being
obtained during this simulation, representing different scalar and
vector fields. These datasets should be visualized together, in a
single space.

Figure 1: Features that we have implemented in our visualization
software: the multi-volume rendering (left); volumetric clipping via
the custom polygonal mesh (right).

However, there was no scientific visualization software available,
which could satisfy our needs in the visual analysis of the
scientific multi-volume time-varying volumetric datasets we had.

We wanted to be able to add several desired specific features in
our own visualization framework. For instance, the interactive
volumetric section via the arbitrary polygonal mesh can be
efficiently used for the interactive and suitable selection of the
region of interest, and we have not found any solutions with this
feature. There is no multi-volume rendering software available as
well, so its development is still in the research domain. Below we
make a review of some significant visualization software solutions
we have encountered.

The Voreen (http://Awww.voreen.org/) is an open source volume
rendering engine, which can be nicely used for some scientific
datasets visualization and the rendering quality is good enough.
But when dealing with some big dataset (e.g. 512* cells) it appears
to be hardly a real-time visualization. Moreover, there is no
support for the multi-volume datasets rendering if we want to
render several datasets together in one space.
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The OsiriX (http://osirix-viewer.com) viewer is designed for the
medical staff and has a lot of features, but it is the MacOs-only
software. And while it is the medical imaging software, it can be
hardly used for the scientific data visualization, because the user
may want to obtain some specific data visual representation.

The Fovia’s (http://fovia.com) CPU-based Ray Casting efficiency
shows that even such GPU-suitable algorithms, like the Ray
Casting, are still may be implemented fully on the CPU with the
same or better results. However, while the graphical cards’
performance, availability and architecture flexibility increases, the
CPU-based efficient Ray Casting implementation is a very
difficult task. Besides, the Fovia has no the desired features like
multi-volume rendering and polygonal mesh based volumetric

clipping.
2. METHODS AND ALGORITHMS

In this section we make a brief inspection of the Ray Casting and
some other algorithms we have implemented in our system. All of
these algorithms and are implemented as the GLSL shaders.

2.1 Rendering methods

Due to the high flexibility of the Ray Casting (RC) method there is
a huge amount of different possible visualization techniques. The
RC algorithm calculates each pixel of the image by generating
(casting) rays on the screen plane and traversing them towards the
observer viewing direction. Each of the RC-based rendering
algorithms takes the ray start position and its direction as the
input parameters, and the pixel color as the algorithm output.

There are six rendering techniques in our framework and each of
them supports multi-volume rendering, i.e. these algorithms can
handle several volumetric datasets, which are arbitrary located in
the world space. The dataset’s location is determined by the
transformation 3x4 matrix. In addition to the volume’s position
and orientation, this matrix also defines the spacing by x, y and z
components, which allows for the proper volume scaling. So to
perform a sampling from the arbitrary located dataset we multiply
the sampling point by this matrix, so we will get the sampling
point in the volume’s local coordinate sy stem.

In order to perform the GPU-based Ray Casting, we use GLSL
shaders to calculate the screen plane’s pixel colors, like it is done
in the Voreen framework. Each of the rendering methods in our
framework is defined by some GLSL fragment shader program, i.e.
a text file with the GLSL code. These methods differ from each
other, but they uniformly handle all visualization parameters, e.g.
the observer position, transfer functions, iso-surfaces, anaglyph
matrix, etc. So it is easy for us to add new RC-based rendering
techniques in our visualization framework.

2.1.1 Maximum Intensity Projection (MIP)

The Maximum Intensity Projection (MIP) is one of the most
usable volumetric visualization modes in the medical imaging [3].
It is easy for clinicians to interpret an M IP image of blood vessels.

Russia, Moscow, September 26-30, 2011
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Figure 2: MIP images of the brain vessels (left) and the dental
datasets.

The maximal intensities of the volumetric dataset are projected
onto the screen plane. Usually the projected intensity determines
the pixel’s color in the gray-scaled manner (Figure 2). It medical
imaging there is a window/level concept. The window is
represented by two scalar values — the window width and window
center.

2.1.2 The shaded Direct Volume Rendering (SDVR)

The shaded DVR technique is also used in a medical exam, but its
usage is more limited [2]. In contrast to the MIP technique here
we can use the early ray termination approach, which
considerably improves the rendering performance without any
image visible changes. This termination can be done because of the
DVR algorithm nature — while traversing throw the volume data,
the ray accumulates color and opacity, i.e. the optical properties,
defined by the transfer function (TF). While the opacity increases,
the contribution to the final pixel’s color decreases. This opacity
accumulation is commonly used to visualize the data as a realistic
volumetric object.

Figure 3: The scientific (left) and medical (right) data
visualization by the DVR and sDVR techniques.

2.1.3 Semi-transparent iso-surfaces

Semi-transparent iso-surfaces are usually used for the scientific
data visualization, because these surfaces are easier to interpret
when examining some new phenomena. One of the main
advantages of this method over the DVR’s one is a surface’s
visualization high quality: here we can search for more exact
intersection with the surface, a so called Hitpoint Refinement [5],
while in DVR there are no surfaces. There are opaque regions in
DVR, but theirs accurate visualization requires more difficult
algorithm, and its laboriousness considerably reduces the
performance of the GPU-implementation.
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Figure 4: Semi-transparent iso-surfaces via the Ray Casting
algorithm. The CT tooth dataset (left) and the simulated electron
bubble transport process (right).

This method searches for ray’s intersections with the iso-surfaces.
When the ray passes across the iso-value, we calculate a more
exact intersection point determined by the ray positions and
sampled values on the current and previous steps. The linear
interpolation is enough to obtain a desired result.

2.2 Optimization strategies
2.2.1 Early ray termination

The Early ray termination technique is a common optimization
strategy for a Ray Casting algorithm. It is possible to terminate
the RC algorithm for each individual ray if the accumulated
opaqueness is close to 1. However, in rendering techniques like the
MIP it is necessary to browse the whole ray path until leaving the
bounding volume.

2.2.2 Empty space skipping via the volumetric clipping

The custom bounding polygonal mesh can be used either for the
rendering acceleration [5] or for the data clipping, as an alternative
to the dataset’s segmentation. We use OpenGL frame buffers to
store the distances from the viewpoint to the mesh front and back
faces. The buffers may contain up to 4 ray path segments (in [5]
there is only one segment), so that the mesh is not required to be
convex. Of course, before using these buffers we should fill them
with some relevant data. To do it we draw the bounding mesh by
calling common OpenGL instructions and perform rendering into
the texture. We use a specific GLSL shader program to fill pixels
with the relevant data instead of the standard OpenGL coloring.
The program calculates the current distance between the observer
and the fragment position. The only varying parameter is the
fragment position, i.e. the point on the mesh surface. After the
buffers are filled with the relevant distances, the Ray Casting may
be performed (Figure 5). For each ray it is known, what segments
of the ray path should be traversed.

2.3 Rendering artifacts reduction

Because of the finite steps’ number the ray may skip some
meaningful features in the dataset, even if the ray step is much less
than the voxel’s size. As a result the ‘wood-like’ image artifacts
may appear. This wood-likeness appears because each ray starts
from the same plane (e.g. from the bounding box face). This
artifacts’ regularity can be removed by randomization of the ray
start positions. The final image will contain ‘noisy’ artifacts
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instead of ‘regular’ ones. If a user does not change the viewpoint
and other visualization settings, these random frames can be
accumulated by such a way that a user will see an average image
that contains no noise (Figure 8).

Bounding mesh

Observer

Figure 5: The illustration of the volumetric clipping algorithm.
The yellow regions of the screen plane identify pixels, where are
only one path segment inside the bounding mesh. In the white
region there are two path segments for the rays in the Ray Casting
algorithm.

Figure 6: The source dataset (left) and its acceleration structure
(right) visualization. Visible ‘bricks’ identify regions of interest
that contain some visible features.

Figure 7: Empty space skipping: via the regular acceleration
structure (left); via the bounding mesh (right).

Figure 8: Before (left) and after (right) the DVR ‘wood-like’
artifacts’ reduction by the frames accumulation approach.
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Figure 9: Tri-linear (left) and tri-cubic (right) on-the-fly

samplings for the Ray Casting algorithm.
The visualization quality can be improved also via the tri-cubic
filtering instead of the common tri-linear one. We have extended
the algorithm for the two-dimensional case, presented in [7].
Considering the embedded bi-linear texture filtering ability, we can
make only four samplings to calculate the bi-cubic interpolated
value. In order to perform a single tri-cubic sampling it is
necessary to make 8 basic tri-linear samplings from the same
dataset, but in fact we will calculate the data value, determined by
64 nearest voxels’ values.

3. PERFORMANCE ACCELERATION RESULTS

In tablel we have outlined obtained rendering performance
improvement by using the space skipping technique based on the
clipping via bounding polygonal mesh (Figure 6). The Acceleration
1 and 2 in tablel mean that tri-linear and tri-cubic on-the-fly
samplings were used in experiments.

Data Size Acceleration 1 Acceleration 2
Head 5123 1.6 3
Dental | 512x512x331 1.7 3.2

Feet 512x512x250 2 3.6

Table 1: Rendering performance improvement by volumetric
polygonal clipping approach.

Figure 10: Test CT datasets (left to right): head, dental, feet.
4. CONCLUSIONS

The proposed framework can be used for the multi-modal medical
data examination. A user can load datasets of the CT and MRI
modalities as DICOM slices. Each dataset is determined by its
own coordinate system and a user can properly place datasets
together in the space via the control points, so that the user sees
the comprehensive 3D-picture of the medical examination. The
real-time rendering is performed on consumer grap hic cards.

The framework is also good for stereo demonstrations via the
stereo-pare of projectors, anaglyph, interlaced rendering or stereo-
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monitors (like Zalman with passive polarized glasses) or with
shutter glasses via the nVidia 3D Vision technology .

The volumetric clipping option is performed via the arbitrary
polygonal mesh. The triangles number is not sufficient and does
not impair the rendering performance, so the mesh may have a
rather complex structure and may be fitted to the visible features
in the space. The clipping may be used either for the performance
improvement or for the interactive manual data segmentation in
order to select the volumetric region of interest. We define the
bounding mesh as the triangulated visible cells of the regular
acceleration structure. This acceleration technique improves the
rendering performance up to four times.
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Abstract

Standard 3d-visualization programs assume object surface
representation as a set of polygons. When the ionizing radiation
transfer equation is solved in 3d-geometry using Monte-Carlo
technique an object geometry is usually introduced as a set of
second order surfaces. The current work is focused on 3d
modeling of an object, where the second order surfaces are
visualized using marching cubes algorithm, representing the
surfaces as a set of cubic blocks. The results of the proposed
method application for visualization of a specific simulated
geometry are presented.

Keywords: 3d-visualization, second order surfaces, quadrics,
polygonization, triangulation.

1. INTRODUCTION

Originally, the practice of geometrical modeling applied to
solving transfer equations using Monte-Carlo technique, has
adopted an approach that utilized second order surfaces and body-
primitives to represent real object designs. [1, 3-5, 9]. To increase
the accuracy of geometry description the simulation model can be
represented also by a big number of voluminous cubic elements
(voxels) with a size of some mm?®. For example, the problems of
radiation protection are actively dealt with using mathematical
models describing a human body by a set of cubic blocks, based
on computer tomography data [7, 10]. Similar geometry
representation is applied as well in CAD-systems. While solving
transfer problems using Monte-Carlo technique the principle
drawback of the voxel representation of an object under study is
that geometrical models consisting of numerous cells require
significant increase in run time. This is connected with
peculiarities of particle tracking using the method of Monte-Carlo.
In particular, after generation of an interaction point and the
particle free path length it is necessary to search for the cell
boundary to be crossed by the generated track. After the boundary
is found similar search is undertaken for the next cell, crossed by
the track. If the cell size is small and the track length is big the run
time to model one trajectory explodes by orders of magnitude.
Due to that in practice an approach is preserved based on a
simplified representation of object geometry by second order
surfaces.

The validation of the geometrical description is performed by
special programs. Standard approach to monitor the geometry is
to visualize 2d cross sections parallel to the reference system axes.
[4]. In recent years visualization packages in 3d have been
produced for the geometrical module of Monte-Carlo programs
MCNP5 and MCNPX [3, 11, 12], using ray tracing as well as 3d
geometry in the form of second order surfaces. This makes it
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possible to obtain more obvious idea of the object model. The
goal of the current work was to create an algorithm, making it
possible to produce a 3d object model for the geometrical module
of national program “POBOT” [14].

2. METHOD OF GEOMETRICAL MODEL
REPRESENTATION IN “POBOT” PROGRAM

To introduce the problem geometry a user [14] performs division
of the object and surrounding space by so called zones. A zone is
a region in space, limited by first and second order surfaces.
Necessary condition here is that the zone should not be crossed by
surfaces, which elements constitute its boundaries. The zone is
called simple if under the problem conditions it can be considered
uniform in composition and compound, if this requirement is not
met. The division by zones is performed in sequential allocations
of regions in space using the above mentioned surfaces specifying
the surface sign. The following parameters are introduced in the
main geometrical array for each zone:

e numerical ID of the surface equation with
corresponding sign

e  material ID of the zone

e IDs of all equations, limiting the zone and ID of the
equation determining the zone.

The latter equation ID list is necessary to estimate path lengths
from interaction points up to the zone boundaries. All geometrical
zones, identified in the first stage, are described similarly. In the
next stage the description of each zone, identified as “compound”
or “composite”, is performed. The division is continued until all
the simulated region is covered with simple zones. Description
principle of geometrical zones is maintained during all stages. The
final geometrical zones description array is composed of a series
of sequential division arrays of the simulation region.

In the process of the problem solution in order to find which zone
contains particular point its coordinates (x,y,z) are sequentially
introduced in equations, determining 1%, 2™ 39 etc. zones
accounting for sign of the equation. Point (x,y,z) belongs to zone
v, described by equation j if the following condition is true:

Sign(V;) (C1jx°+Cajy?+Cajz?+CajXy+CsXz-+Cojyz+CriX+Cajy+CojZ+C1gj) > 0,

where sign(v;) is the sign of equation, describing the zone. In case
the point appears to belong to a compound zone the search is
continued starting with its first subzone. As a results, the
geometrical module contains points in space with corresponding
two numbers: material 1D and zone ID.
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3. GEOMETRICAL
ALGORITHM

OBJECT 3D-MODELING

As specified above, each geometrical region in the object
description follow the format of POBOT program using first and
second order boundary equations and represents a connected set.
The proposed visualization algorithm depends on the complexity
of the surface equations bounding the zone. If the zone is bounded
by first order equations polygonization of the zone is performed.
If second order equations exist in the description, triangulation of
the zone is done using marching cubes algorithm [6].

Visualization algorithm proposed in the current work contains the
following.

3.1 Validation of geometrical zones

In the first stage the validation of the geometry of each zone is
performed, including search for unbounded regions in space as
well as the correctness of the defined boundaries and their signs.
The zone geometry is considered to be defined correctly if the
space, bounded by first and second order surfaces, is closed, i.e.
represents some volume. For this purpose during processing
(sequential or parallel) of each zone a search problem is solved of
minimization of the enclosing rectangular parallelepiped. This
subproblem is reduced to search for the extrema in the degrees of
freedom, satisfying the inequality system of the surface equations,
Such problem statement can be easily reduced to the problem of
mathematical programming:

f(X) — min, X €E,
subject to:

gi(X) <0, i=[1,m],
where:
X — coordinates vector in space X = (X, y,2)";

f(X) — objective function, represented by three degrees of
freedom f(X) = x, f(X) =yand f(X) = z;

gi(X) — bounding functions, corresponding to 1% and 2" order
surface equations;

m — number of boundary conditions.

As a result, to find six bounding faces of the parallelepiped it is
necessary to solve the problem of mathematical programming six
times in order to find global minima and maxima of each degree
of freedom. Since boundary conditions are generally nonlinear
functions, to solve the defined problem it is necessary to use one
of the nonlinear optimization methods. In our solution we applied
the flexible tolerance algorithm [15] due to the fact that this
method is direct (do not use derivatives), and not very sensitive to
the choice of initial feasible solution. One can utilize linear
programming technique in the specific case when all boundary
conditions are first order equations.

In case the described parallelepiped exists, i.e. finite limits were
found for all reference system axes and it has not degenerated in a
point or plane, then it is decided that the zone was defined
correctly (represents a bounded region in space) and is subject to
visualization (Figure 1).

3.2 Zone visualization

Based on surface types describing a specific zone it is possible to
identify two major cases: only 1% order equations and combined
description. Such classification can drastically increase the
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visualization algorithm efficiency by simplified polygonization of
zones, described only by 1% order equations.

3.2.1 Polygonization of zones, defined by 1* order
equations

If a zone is described only by 1% order equations, then each of its
bounding surfaces corresponds to maximum one polygon, lying
on its surface. For each plane, bounding a zone, points of
intersections with pairs of other such planes are found. The
resulting points are filtered to select those, belonging to the zone
surface (i.e. satisfy unstrict inequalities, defining the zone). As a
result vertex coordinates of the polygon lying on the zone surface
are obtained. Then, a normal to the plane under consideration is
built, directed outside (Figure 1) and obtained points are sorted
anti-clockwise with respect to this normal, which is necessary to
correct mapping of the polygon.

Bounding conditions in
1-st order surface form (planes)

Bounding conditions in quadric i
surface form (parabeloid)

Bounding parallelepiped

Figure 1: Zone, bounding conditions and parallelepiped example.

3.2.2 Triangulation of zones, defined by 2" order
equations

The process of visualization of the zones, defined by 2™ order
equations, consists of dividing the three dimensional space into
cubic blocks of predefined size, each of which experience
triangulation.

To perform triangulation of 2" order equation zones marching
cubes algorithm is used [6].

It was mentioned above, that during validation of geometry
definition an enclosing parallelepiped is found for each zone. In
the process of zone triangulation the space bounded by its faces is
split into cubes of different sizes. Then each cube is processed to
find intersections with bounding surfaces of the zone.

Each cube vertex is probed for belonging to the geometrical zone
under search. Eight Boolean quantities are obtained or one byte
of information. This number in a pre-calculated table corresponds
to a set of triangles, forming part of the image. The triangles are
defined by indexes of cube edges, containing their vertexes.
Precise location of each such vertex is determined by the solution
of the problem of cube edge intersection with corresponding zone
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surface. If one vertex of the cube edge lies within the zone and the
other is outside, then it is assumed that this cube edge intersects
the zone surface only ones. If both vertexes either belong or do
not belong to the zone, then the intersection is missing at all. If
the distance between the zone boundaries is less than the cube
edge length, the zone can remain invisible. That is why when
marching cubes algorithm is used the cube sizes are selected
based on characteristic sizes of the geometry.

4. RESULTS

Based on the described algorithm a program application was
developed, making it possible to perform validation and
visualization of  object geometry of  defined
complexity (Figure 2, 3).

Figure 2: Example of visualized object.

Figure 3: Visualization of the components of a heterogeneous
model of the human body (MIRD-phantom [8, 13]).

5. CONCLUSION

Algorithm of 3d-visualization of geometrical file, containing
object description in the form of 2" order surfaces, widely used in
radiation fields Monte-Carlo simulation programs is developed.
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Abstract

The paper presents optimization and visualization methods for
tool path planning of 5 axis milling machines. The first method is
based on the grid generation techniques whereas the second
method exploits the space filling curve technologies. Combination
of the two techniques is superior with regard to the conventional
methods and with regard to the case when the two methods are
applied independently

Keywords: CAD/CAM, CNC machines, grid generation, space
filling curves .

1. INTRODUCTION

Milling machines are programmable mechanisms for cutting
industrial parts. The axes of the machine define the number of the
degrees of freedom of the cutting device. Five axes provide that
the cutting device (the tool) is capable of approaching the
machined surface at a given point with a required orientation. The
machines consist of several moving parts designed to establish the
required coordinates and orientations of the tool during the cutting
process (see Figure 1 and Figure 2). The movements of the
machine parts are guided by a controller which is fed with a so-
called NC program comprising commands carrying three spatial
coordinates of the tool-tip and a pair of rotation angles needed to
rotate the machine parts to establish the orientation of the tool.
One may think about such a machine as a 3D plotter with five
degrees of freedom.

Figure 1: Five-Axis milling machines MAHOG00E (Deckel
Maho Gildemeister) a and b are the rotation axis
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Figure 2: MAHOG00E during cutting operations

The tool path is a sequence of positions arranged into a
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Figure 3: Zigzag tool path and the machining strips in the
workpiece coordinate system

structured spatial pattern. The conventional engineering patterns
are the zigzag and the spiral (Figure 3).

Tool path planning for five axis machining requires a multi
criteria optimization governed by estimates of the difference
between the required and the actual surface. Additionally, the
criteria vector may include the length of the path, the negative of
the machining strip (strip maximization), the machining time, etc
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[8], [10] . Besides, the optimization could be subjected to
constraints [11]

2. CURVILINEAR SPACE FILLING CURVES
APPROACH

The most popular space filling curve (SFC) for tool path planning
is the recursive Hilbert’s curve [7] considered for numerous
applications including the tool path planning [6].

Cox et al. [5] used various forms of SFCs such as the Moore’s
curve. However, Hilbert’s curve is particularly appealing in tool
path planning as its local refinement property can be used to
adaptively increase the density of the path only where necessary.
However, each local refinement of the tool path based on the
Hilbert’s curve increases the tool path density in the refined
region by a factor of 2 resulting in a lower machining efficiency
due to the increased total path length. Besides, the Hilbert’s curve
has an undesirable property that it leads to a path, where the tool
is frequently changing directions which slows down the
machining process and produces large kinematics errors. Adaptive
SFC [1] has less turns, however, a basic rectangular grid used to
construct the adaptive SFCs is often inefficient since a small step
between the tracks could be required only in certain areas. The
grid is also inefficient in treating complex geometries appearing
in the case of the so-called trimmed surfaces having the
boundaries created by intersections with other surfaces.

On the other hand the above geometrical complexities and sharp
variations of the surface curvature have been proven to be
successfully treated by numerically generated curvilinear zigzag
tool paths obtained from adaptive grids topologically equivalent
to the rectangular grids. In [9] a modification of a classic grid
generation method based on the Euler-Lagrange equations for
Winslow functional [4] has been adapted to the curvilinear zigzag
tool path generation. The zigzag tool path is constructed by
solving numerically Euler-Lagrange equations for a functional
representing desired properties of the grid such as smoothness,
adaptivity to the boundaries and to a certain weight (control)
function [2]. A similar idea to use a Laplacian curvilinear grid
was suggested independently in [3]. However, these techniques
have several major drawbacks. Chief among them is slow
convergence for complicated constraints. Besides, the approach
requires an equal number of the cutter contact points on each
track of the tool. Therefore, if the kinematics error changes
sharply from track to track, the method may require an excessive
number of points.

This paper introduces a new modification of the grid refinement
which fits better in the framework of tool path optimization and is
designed specifically for the SFC generation. The method does
not require equal number of points on each track. It automatically
evaluates the number of the required grid lines. As opposed to the
preceding approach, where the weight function represents either
the kinematics error or an estimate of the kinematics error (such
as the surface curvature or the rotation angles), the proposed
algorithm iteratively constructs an adaptive control function
designed to represent the scallop height constraints. Additionally,
instead of the Winslow functional the new optimization is based
on the harmonic functional derived from the theory of harmonic
maps. The functional not only provides the smoothness and the
adaptivity but under certain conditions guarantees the numerical
convergence. Finally, this approach merges with the SFC
techniques. In this case, the grid is not converted to the tool path
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directly. Instead, it becomes the basic grid required for the SFC
generation. With this modification, the curvilinear space filling
curve (CSFC) tool path can be constructed for surfaces with
complex irregular boundaries, cuts off, pockets, islands, etc.
Besides, the adaptive grid allows to efficiently treat complex
spatial variability of the constraints in such a way that the SFC is
created on a grid having the small cells only where necessary.

Finally, the combination of the two techniques is superior with
regard to the case when the two methods are applied
independently. A variety of examples are presented when the
conventional methods are inefficient whereas the proposed
algorithms allow constructing the required tool path with the
length close to the minimal. The numerical experiments are
complemented by the real machining as well as by the test
simulations on the Unigraphics 18.

3. TOOL PATH GENERATION FOR A SURFACE
WITH CURVILINEAR BOUNDARIES AND
POCKETS

This example demonstrates the use of the CSFC to construct tool
paths to machine surfaces with complex irregular boundaries, cuts
off, and islands. Consider a surface shown in Figure 4(a). Figure
4(b) shows the corresponding CSFC and Figure 4(d) the
machining result obtained with the use of the solid modeling
engine of the Unigraphics. The surface has been machined by a
flat-end tool of radius 3 mm and the machined surface tolerance
of 0.05 mm. Consequently, the method is capable of creating tool
path for surfaces with complex non rectangular boundaries and
islands.

L_——-:“—D —20 .

Figure 4 (a): The machined surface

4. POINT MILLING OF INDUSTRIAL IMPELLER

Frequently, the blades of the impellers (Figure 5) are produced by
the so-called five-axis swarf milling made by a side of the tool. In
this case the contact between the workpiece and the cutter is
characterized by a contact line rather than a contact point.
However, the cutter contact line may lead to large errors. This
example demonstrates machining of the blade by 5-axis by (more
accurate) point milling with the use of CSFC .

In order to demonstrate the advantages of the proposed method,
the geometrical complexity of the example blade is increased as
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follows. We assume that the blade is broken along a prescribed
curve and requires restoration so that we will cut only the mussing
part of the blade.
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Figure 4 (d): Virtual machining in Unigraphics
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Figure 4 (b): The curvilinear grid
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. Figure 4 (c): The curvilinear space filling curve

Figure 6(a): CSFC for the “broken blade”
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Figure 6(b): Virtual machining of the “broken blade”

Figure 6(c): Prototype blade (wood)

Figure 7: Blade for turbo machinery

The corresponding CSFC tool path is shown in Figure 6(a). A
virtual cutting using the proposed CSFC tool path is shown in
Figure 6(b) whereas a real prototype of the blade (wood) in Figure
6(c) For demonstration purposes the size of scallops has been
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chosen so that the CSFC is visible on the blade surface. Finally,
Figure 7 shows an industrial blade suitable for the turbo
machinery produced with the proposed method.

5. CONCLUSION

Numerically generated adaptive curvilinear grid is introduced to
replace the rectangular grid for construction of the space filling
tool path for 5 axis machining. With this modification the CSFC
can be constructed for surfaces with complex irregular
boundaries, cuts off, pockets, islands, etc. The CSFCs are
applicable to produce industrial blades for turbo machinery.
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The system for visualization of synoptic objects

Sergey Melman, Valery Bobkov, Vladimir May
Institute of Automation and Control Processes
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Abstract

This work is devoted to developing tools for thsual analysis of
tropical cyclones based on satellite data. Theeémphted system
has an extensible set of algorithms for the loadimgcessing and
visualization of data, mainly the spatial scalalds. The well-

known algorithms and author's developments usingDBU
technology, and shaders were used in creation safalization

system.

Keywords: visual analysis tool, animation, volume visualiaati
scalar field, synoptic objects, tropical cyclonkaders, CUDA.

1. INTRODUCTION

This report concerns the problem of visualizatidnsgnoptic
objects. This problem is important today because ttols for
visual analysis are required for research, modedimg) forecasting
of flows, cyclones and other synoptic objects im@gphere and
ocean. The developments of such tools were stdoied long
time ago in the world. For the first time there arsoftware with
a mostly 2D visualization. For example, the systefhrspecial
effects visualization for television needs, thetaysWeatherEye
from European center of research and weather fst®ca
METOFFICE or Terra3D [8]. The limitation of thisstgm is the
total absence of interactivities. The interactii®\dsualization of
satellite and aero photos weather maps was impleaien other
software products such as CatSData, F5Data, Tofreadet.
There are also the systems of data number notatimh data
visualization on the graphics: Lightning/2000 , LNWew [9],
Weather Display [10]. These products are intendedweather
forecasts interpretation and representation ofeturidetectors
registration. It required more advanced and perfé
visualization methods for tasks of modeling andefaisting of
difficult weather situations such as tropical cyws (TC), storms.
In some systems for these purposes the universais@lization
packs as VolPack [11] are used. The limitation ohilar
approach is the absence of the special tools f&prpcessing and
analyzing of visualized data, and the usage ofdstah data
formats that in turn demands additional efforts donverting of
initial data and calculating results into standalata formats.
Therefore the creation of special systems for stinoRD data
visualization is still relevant today. Among innerable real
systems of such rank it should be chosen the sy&amVis
from NASA [1][5] and «System of storm visualization 3D
environment» with the usage of stereovision sys¥BERTEX
with the support of NOAA project [6]. These sysgediffer with
high self-descriptiveness and quality of visual@atusing the
power of supercomputers. However, they are uniqueé @ot
replicable. They are characterized by sufficienttpmplex
software architecture and require specialized caermguipment.
They are developed taking into account the needstéd by the
specific data formats and tasks in a specific nooimg center.
The expensive super computers and computer clustenssed.
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As we can see the similar systems have narrowtdiitycand are
created for monitoring centers needs.

This report represents the visualization systersyabptic objects
that is development of work described in [3]. Thestem is
focused first of all on visual analysis of TCs dadperated on
general computer engineering. The needs of satetfinitoring
center in IACP FEB RAS caused necessity of systeration and
demands to it. The main difficulties and demandshte system
are:

- high quality rendering for the visual analysis @sldynamics;
- huge amounts of data;

- real-time calculations of addition parameters amal-time
animation;

necessity of combining data from different satedijt
- noise pollution and unspecified format of inputadat
Our contribution:

- development of methods and algorithms of animatéts T
visualization through calculating of physical fieldomalies;

- usage of shaders and CUDA technology for animatiate
support and acceleration of application-specificidations;

- the implementation of a working version of the eystfor
synoptic objects visualization, that is orientedvisual analysis
of TCs according to the requirements of profesdmriiom
IACP FEB RAS satellite center.

2. CYCLONE ANIMATION

2.1 Input data, recovering

The data of satellite observations of spatial pdajsfields in

atmosphere (temperature, pressure, humidity) inr@@lons are
used for TC visualization. To track the dynamictioé TC it is

necessary that the TC was in satellites’ zone sibility from its

initial stage to dissipation taking into accoure fact that the TC
is moving.

After the preprocessing the satellite data areemtes! as profiles
(regular grid) according to the levels of heightwadd grade. There
are two difficulties in data operations. The figste is traditional
difficulty — absence of meaning data in some poantd presence
of errors in measurements. The cause of the sedifficllty is
that in-orbit satellites are not able to provideuieed steady
«visibility» of TC, so as the satellites fly alofiged orbits, and
the TC path of motion is unpredictable. Therefdris inecessary
to use integral measurements of two or more sa®|lifor
example such satellites as NOAA 15, 16, 18, 19.ughotwo
adjacent satellite measurements, as a rule, ateedpby time and
refer to different regions. The time intervals betw
measurements can differ from 30 minutes to 12 hdfifet us
assume that TC has slight changes in these tireevais, so it's
possible to use the methods of space-temporal reéatavering.
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The different methods of data extrapolation ancerjptlation
were considered. According to experiments the usihgimple
methods of recovering through neighbor and lineéerpolation
is enough in this case. Two methods of data josihgl are
applied in this case: a) integration of measuremesrid b)
crossing of measurements. They both have appaisadvéntages
and advantages.

2.2 Calculation of anomalies

If it is known that profiles in the region have & Tand the
location of its center is also evident, so it isgible to build a
profile mean value on each level of height (normmahdition).
The meanings from TC outside are used for calagatif mean
value, as it is known that the condition of chagdstics on the
TC outside is close to regular condition. Offigjatin each level
of height the data inside ring with an inner radii250 km, and
an outer radius of 500 km are used for calculatibmean value.
The radius of 500 km restricts the ring, becausepitocesses not
relating to the TC can affect to mean value. Thenzaly is
calculated as the meaning difference on the lewdlraean value
for this level. Then for each level the univariatependence
function of anomaly size from distance till the Ténter is built.
Thus we receive anomalies distribution through liegght and
remoteness from the TC center.

2.3 Visualization of tropical cyclone core
according to anomaly map

During anomaly visualization the area - a corehaf TC can be
clearly extracted. There are maximal anomaliesha TC core.
The 3D regular grid with the center in the centef®© is used for
the TC core visualization. Each grid cell dependimg the
distance from the TC center is filled with the \a&ldrom
anomalies map. The grid dimension depends on camipeo
between the quality of visualization and calculasiowork
content. In example below the optimal choice wasgra
64x64x64.

2.4 Visualization algorithms

The following algorithms of animated scalar fieidualization are
used in this system version:

1) algorithm of volumetric textured visualization;

2) algorithm of volumetric many-particle visualization
3) algorithm of isosurface visualization;

4) algorithm of tracing on shaders.

The first three of algorithms listed above were aeleped by
authors in previous system version. There is atstimracteristic
below, and more detailed description can be four{d]i

Algorithm of volumetric textured visualization iafed on using
the OpenGL and 3D textures supported by hardwdre.field of
scalar data is interpreted as 3D-textere accordmgspecial
scheme, and the graphics accelerator takes théefurdata
interpolation between the grid cells.

The idea of algorithm of volumetric many-particisualization is
based on particles displaying in compliance with theaning of
scalar in considering points of volume. The scéileld images
have the following characteristics for visualizatiocolor of
particles, illumination, occurrence probability. iAration is the
result of permanent change of particles positioifiskéring).

Thus the user can conclude about scalar field tstrecby the
character of particles distribution on frames chain
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The method of “marching cubes” is used for conwersf voxel
isosurface configuration into polygonal configuoati[2]. This
method provided hardware support of scalar fielsissurface
visualization.

3D textures, CLUT textures and shaders-technologig® used
for algorithm of rays tracing on shaders realmatiThe first step
is data upload in video buffer. The data are reddoea format of
textures with account of accelerator demands. Nwséd data can
be downloaded in four-component 3D texture, whére first
three components contain the special prepared mhannzapoint,
and the forth one contains a restricted meaniregsufalar field.

The texture with ColourLookUpTable (CLUT) (Figure) 1s
downloaded into GPU buffer on the second step. ChedT can
be created by CLUT-editor.

Figure 1: Example of CLUT texture. The color featue is
taken from texture upper line, and the feature of tarity is
taken from the lower one.

Further the vertex and pixel shaders are downloated
accelerator. As the physical dimensions of scadda fire known,
there is a binding to the projection of Mercatoombnate system.
The cube with side equal to 1 (one) is added thrqumcess of
scaling and flushing into the frame buffer, in tkise the track
OpenGL for cube color uses shaders downloadeddefor

OpenGL provides the visibility only of those cubafaces that
are located closer to the view point. As a resbéider program
gets the point of entry modified into the textureodinate
system. Now it should be calculated the “look” wecin the
vertex shader, that spread from the view pointh®e point of
entry.

The light source takes place in the view point posj where the
“look” vector and light vector overlap that reductdme for
calculations. There is a color accumulation inftagment shader
on the principle of “from close to distant” untile ray crosses the
cube bounds or the accumulated clarity reachesmib@ning of
“unclear pixel”. Then the further color accumigat has no
meaning. On each step of color meaning accumulatios
meaning of modified gradient and scalar in the p@irread out
from data texture that is transferred into colootigh CLUT.

The visualization characteristics during animat{oalculation of
textures, gradients, minmax scalar fields meanargs polygonal
models constructing) are calculated in real timbe Effective
traditional algorithms are used for animation ia #pace.

It should be noted that module system structurge é&stsily to
expand the base of visualization algorithms.

3. MULTIPROCESSING

One of the requirements to a system was a posgilgfi its
operation on personal PC with stuff hardware andhenmulti
processing computer system. That's why during tlystes
development the following direction of calculatioasceleration
and real-time mode support are taken into condiderausing of
multi-core CPU, using of accelerators with shadard CUDA
technologies.

As the physical fields are given in the regular @ points, the
operations above them have a grid character. Acuprdo
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analysis the steps of synoptic data processing ndipg on its
computational cost and opportunity to parallelirgp de divided
between the center processor (CPU) and acceld@RiY) in the
following way (Figure 2). The step of downloadingata
compensation and anomaly calculation is realizedC#l in
multithreading. Interpolation and characteristicansformation
are executed on CUDA-core GPU. Data preparation to
visualization is executed on CPU and GPU. The Vization is
performed by traditional OpenGL and shader-techogolo

CPL GPU

1. Data interpolation
2. Additional data calculations

[

Rendering

1. File selecting
2. File loading

Data preparations—p)
As all applicable calculations putting into GPU,vlaa grid
character, all of them are well paralleled and dp@pproximately
the same contribution in general data processingletion.

CPL

User interface

Figure 2: Steps of data processing

4. SYSTEM STRUCTURE

The system provides users with an interface of datdrol and
selection; tools for their filtration and transfation;
management of the renders options and camera @riglae 3).

Data Preprocessing (& Database of satellite imaggs
Pprerender User
S " calculations interface
= o . .
I [} (gradients and texturgs
° @ preparations, ol (view
o =3 E Q2 tiangulations, etc) control,
2L, [T N 85 modules
=y -
5 E | SE > Render parameters,
= c 9 T 3 modules tools)
g £ c g
I =)} 9 o *
c =
5 °
g 2
S Results

Figure 3: The users interface of the system for aatla control
and visualization.

5. EXPERIMENT
The system work is illustrated on the base of TGo¥lesal data
with its time of life from 29.09.20009 till 10.10.20.

CLUT (Figure 4) was used for visualization of themperature
anomalies in the TC core.

Russia, Moscow, September 26-30, 2011
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Figure 4: Color distribution in relation with the t emperature
of anomalies (& in the middle — transparent)
The yellow color shows the anomalies with a temjpeeahigher
than 4.5K, the red color — anomalies from 1K toK4(Blegree
Kelvin), the blue color - anomalies from -4.5 K-tK, the green
color - anomalies below -4.5. The scale of grelorcalefines
transparency.

The track of TC Melor is shown on the Figure 5 [Figure 6 -
Figure 8 presents the result of system work: TC dvlel
visualization and its expended fragments that havepecial
meaning for the picture interpretation.

The TC dynamic reflects the TC Melor beginning and
development till its break-down. The daily TC “bifeais well
seen during the animated visualization of TC dyrarfihe TC
eye (calm zone) forming is clearly seen duringcitsssing over
Japanese island. The clear-cut warmth of a coreegfcolor) is
on the 20 level that is equal to 10 km height. Alse forming of
temperature anomaly zones above the TC core isngdiseen in

troposphere.
130°E 140°E 150°E 160°E 170°E
40°N
30°N
20°N ““."‘ 20°N
10°N — . 10°N
130°E 140°E 150°E 160°E 170°E

Figure 5: TC Melor path.

Figure 6: TC Melor crossing over Japanese islands.
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Figure 7: «TC’s eye».

A — — T

Figure 8: Excitation in troposphere.
6. CONCLUSION

The paper presents the current version of the ryster

visualization of physical fields of synoptic objecfocused on
visual analysis of TCs. Experiments showed thectffeness of
the chosen method of displaying the dynamics of W@k the

help of visualization of temperature anomalies. Tiealized
possibilities of multicore processing of the apglidata using
CUDA technology and rendering using shaders hawwviged

acceptable speed of processing of huge amountseo§dtellite
data and a real-time animation mode of visualiratithe system
is currently used in the satellite monitoring cente the IACP

FEB RAS. It used in the mode of trial operation fasual

inspection of the primary processing of operatiosatellite

measurements. Also it used to study TCs in thespective data.
Further development of the system is planned inersgv
directions: enhancing of visualization algorithrimaplementation
of the system on a hybrid multiprocessor architectusing

multiple graphics cards; system adaptation to tbenahds of
professionals of Roshydromet.

This work was supported by grant of FEB RAS.
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Simple Geometry Compression for Ray Tracing on GPU
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Abstract

In this short paper we describe simple approach to loosely
compress the vertex data for ray tracing large triangular models on
the GPU. The disadvantage of the GPU is limited memory
capacity. The advantage of the GPU is high performance
computation. Sometimes it is hard to load large models to the
GPU and we suggest compressing the vertices that form 3D
models and acceleration data structure using 16bit representations
instead of 32bit floats. At the same time the aggregate vertex
precision varies between 22 and 24 bits and the amount of cracks
is minimized. The advantages of NVIDIA CUDA platform are
used to implement our approach efficiently.

Keywords: ray tracing, GPU, CUDA, compression.
1. INTRODUCTION

Scenes for feature film rendering and CAD/medicine visualization
may have large geometric complexity and can easily contain ten
or hundred million polygons. Demands for greater photorealism,
more realistic materials, complex lighting and global illumination
push computational bounds which often results in long render
times and more research in data compression methods.

Complex lighting can be implemented with ray tracing rather
simply. However efficient ray tracing implementation on the GPU
is still a challenge. The GPUs such as NVIDIA GTX480 and
GTX580 have around 1.5Tflops of compute power and only
1.5GB of main memory. Our challenge is to load a model with
several ten million triangles to these GPUs.

One of the most popular 3D model representations is triangular
representation which encodes the surface of the 3D model. One of
the most popular acceleration structures for ray tracing is the
Bounding Volume Hierarchy (BVH) of Axis Aligned Bounding
Boxes (AABBsS) [4].

In this paper we present a simple and efficient method for
compact vertex coordinates and BVH storage which is dedicated
for convenient ray tracing queries on modern GPU (our geometry
compression is optimized for GPU ray tracing target unlike
general compressed geometry/mesh representations by Deering
and Chow [8] [9]). We spend an average of 15.5bytes per triangle
for vertex coordinate and BVH data storage. This allows spending
750-950MB (for vertex coordinates and BVH) of GPU memory to
ray trace 50-60 million triangle models (see Figure 1) which are
common for wide range of CAD visualization tasks. Several
features of NVIDIA CUDA platform [7] which are implemented
in hardware are used to simplify and accelerate our data
decompression method. Our basic approach is quantization of
vertex coordinates in the limited space of bounding box.

2. ALGORITHM

Every node of the BVH contains the AABB and the link to the
pair of children nodes (the BVH leaf contains the link to the
primitives).

Russia, Moscow, September 26-30, 2011

Figure 1: The scene contains 58M triangles and is rendered on
GTX 480 with 1.5GB memory: 3 area light sources, specular or
diffuse reflections (the maximum ray path length is 3). The image
is rendered progressively at 1024x768 (every image pass takes
130ms to render).

As the rays are usually non-coherent this may result in a non-
coherent memory access for the threads within the same CUDA
warp. When the rays processed by the same CUDA warp access
non-coherent data the best way to improve the memory access
time is to access the data packed in float4 or int4 elements (basic
16byte CUDA types). The memory access time is further
improved when we use CUDA textures [7]:

float4 elem = tex1Dfetch(texAABBdata, addr);

BVH data layout and fetching. We use the ray tracer
implementation similar to the one by Aila and Laine [1]. The ray
traverses through the binary BVH where two sibling nodes are
stored together (the top root node is not stored; see Figure 2, left
image). These 2 sibling nodes are sorted during ray traversal and
the ray prefers to descend to the closest one until the leaf node is
reached. Each AABB needs 6 words to encode the box, two
sibling AABBs need 12 words to encode two boxes. During the
ray traversal we fetch these 12 words using three float4 texture
fetches (see Figure 2, array Aabbs) and then consider them as 2
boxes inside the “ray-pair of boxes” intersection.

Vertex data layout and fetching. An input triangle mesh is
converted to a quadrilateral mesh using triangle connectivity
information [3]. We process triangles one by one. Each triangle is
connected to some neighboring triangle if they share a common
edge and have the same material. From multiple candidates we
select a pair of connected triangles that form a quad with the
smallest perimeter. A quad mesh has 1.5 times less connectivity
information (four vertex links per quad) than corresponding
triangle mesh (six vertex links per two triangles).

Every new scene primitive has 4 vertices and one shared edge.
Such a quad is stored as four consecutive 3D vertices (see Figure
2, array Primitives).
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Figure 2: Left: hierarchical view of the BVH without root; all the sibling nodes are stored together. Right: memory representation of the
BVH and the list of primitives. Each i-th Aabb from Boxes array and i-th word from Nodelnfo array forms the BVH node. The inner node
(32" bit of Nodelnfo[i] equal to zero) refers to the pair of children nodes. The leaf node (green rectangle) has 32" bit of Nodelnfo[i] equal
to one and refers to the block of five 4byte words of array LeafDecodelnfo. The first 4 words encode leaf decode matrix offset and scale,
the fifth word is casted to integer value which refers to the block of several primitives united by this leaf.

32K 1

Quagd, Quad,

-32K Quad, 32K
Quad,

-32K

Figure 3: Geometry Quantization. The BVH leaf is enclosed into
a bounding cube and the vertex coordinates are quantized within
the range -2'°..2%°,

Vertex data compression. In the BVH generated using Surface
Area Heuristic (SAH) [6] the leaves are well separated from each
other. We assume that leaf extents are small enough compared to
the whole mesh. All the quad vertices within the leaf are
embedded into a 16-bit cube (coordinates ranging from -2 to 2)
and quantized (see Figure 3) using Mencode matrix (see the code
for quad vertex compression in the Listing 1). We then linearize
all quad vertices eliminating the connectivity information and
vertex link indirection. Each quad now takes 24 bytes (i.e. 12
bytes/triangle). Decode information is stored per leaf: float3
Center and float maxwidth components of Mdecode matrix are
stored in the first 4 words of the block allocated for this leaf in the
array LeafDecodelnfo (see Figure 2).

Vertex decompression (decoding) is very fast. We use CUDA
texture fetch whose mode is set to
cudaReadModeNormalizedFloat:

// Bind the array of linearized quads to texQuad.

texture<shortd, 1, cudaReadModeNormalizedFloat> texQuads;

cudaBindTexture (0, texQuads, Primitives, numPrims * sizeof (QUAD_COMPRESSED)) ;

// Read two connected triangles (sh is used in intersection test to

// reduce the number of cross/dot prc

float3 A, B, C, D; {
float4 gl = texlDfetch(texQuads, 3 * quadIdx);
float4 g2 = texlDfetch(texQuads, 3 * quadIdx + 1);
float4 g3 = texlDfetch(texQuads, 3 * quadIdx + 2);
A = make float3(ql.x, ql.y, gl.z);

make float3(ql.w, 92.x, q2.y);

make float3(g2.z, g2.w, g3.X);

B
©
D make float3(qg3.y, 93.z, g3.w);
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With this normalized fetch mode the float values are mapped from
original short value range -2*°..2%° to the values in the range -1..1.

The rays are specified in the world space. When we intersect them
with the BVH-leaf they are transformed to the local leaf space
(i.e. -1..1) using the Center and maxwidth components of the
Mdecode which are stored per leaf in the LeafDecodelnfo array.

16-bit quantization (16bit vertex precision within the leaf) can
encode 2*® voxels in a localized BVH-leaf 3D space (assumed to
be relatively small compared to the world space). The amount of
the leaves which can be placed in the row along any of the scene
dimensions can determine the final precision of this vertex
representation. If we can place 100-250 BVVH-leaves along x, y or
z scene dimension then the vertex precision would be 23-24bits in
the world space. This precision depends on the size of the AABB
of the average BVH leaf compared to the whole scene AABB.

Matrix4 CompressVertices (QUAD_COMPRESSED * outLeafQuads, QUAD * inLeafQuads,
int numQuads)
{
AABB SBox = make_aabb();
for(int i = 0; i < numQuads; i++) {
Extend (SBox, inLeafQuads[i].A);
Extend (SBox, inLeafQuads[i].B);
Extend (SBox, inLeafQuads[i].C);
Extend (SBox, inLeafQuads[i].D);
}

// Scale data

float3 Center = (SBox.Min + SBox.Max) * 0.5f;
float3 Size = SBox.Max - SBox.Min;

float maxwidth = max(Size.x, max(Size.y, Size.z));

red in a 16bit quantization

[-32K,-32K,32K] .. [32K,32K,32K] with a center at [0,0,0]
scale (65534.0f / maxwidth) *

translate(-Center.x, -Center.y, -Center.z);

e in a cu
Mencode

// used to get the original position of object during ray traversal
Matrix4 Mdecode = translate(Center.x, Center.y, Center.z) * scale(maxwidth);

// optimized v

// (shift and s to the local compress space)

for(int i = 0; ;oi++) |
outLeafQuads make short3(transformPoint (Mencode, inLeafQuads[i].A));
outLeafQuads make_short3 (transformPoint (Mencode, inLeafQuads([i].B));
outLeafQuads make_short3 (transformPoint (Mencode, inLeafQuads[i].C));
outLeafQuads make short3(transformPoint (Mencode, inLeafQuads([i].D));

)

return Mdecode;

Listing 1: Code fragment for compressing quad vertices of the
BVH leaf.
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Figure 4: Dragon, PowerPlant and Lucy rendered with 3 light sources and enabled compression mode. No any visible artifacts/cracks.

We have tested this simple vertex coordinate compression with a
variety of large 3D models (CAD scenes, laser scanned objects,
etc.) and have not observed any cracks between the leaves of the
leaves of the BVH.

Although, the cracks are possible for small models which contain
the primitives with large extents. Example: two primitives are
connected in the original mesh. When the BVH is generated the
primitives fall into different leaves. These leaves have
independent bounding cubes (which are used for quantization, see
Figure 3). For large extent primitives (compared to the scene
extent) this can be the reason of visible cracks between the leaves
of the BVH.

In our scenes we can mix the models which have 32-bit vertex
precision or reduced vertex precision.

BVH data compression. For large models which contain several
tens of millions of polygons we generate the SAH-based BVHs
with up to 16 quads (equal to 32 triangles) per leaf. These “fat”
leaves reduce the BVH size (the arrays Aabbs, Nodelnfo and
LeafDecodelnfo are smaller if the leaves have more primitives).

Speculative ray traversal [1] has more effect (compared to non-
speculative) for the BVHs with “fat” primitives.

We also apply a 16bit quantization to the plane coordinates of the
AABB. Each of the 6 plane coordinates is stored in a 2byte word.
This encoding is done similarly to the vertex data encoding: all
the world-space bounding boxes of the BVH-leaves are embedded
into a global 16bit bounding cube (similar to the one on the Figure
3). All the BVH bounding boxes are stored using short data type.
Ray traversal decodes the AABBs using the same normalized
texture fetch mode which converts the data stored in short type to
the float type.

With this quantization the short representation bounding boxes
can be slightly extended compared to the boxes computed
originally with float type. This extension may result in a few more
ray-primitive intersection tests during the course of ray traversal.

3. RESULTS

We test the implementation of our compression method using
CUDA 3.2, 64bit WindowsXP and GTX480 card (with 1.5GB of
memory where only 1.3GB can be allocated with cudaMalloc).

The BVH is built offline using the Surface Area Heuristic (SAH)
[6]. All the scenes are rendered with 1024x768 images resolution
with 3 area light sources and 3 bounce rays.

Figure 1 represents the 58M triangle scene (a PowerPlant with
13M triangles, a Lucy model with 28M triangles, a Thai model
with 10M triangles and a Dragon model with 7M triangles). In a

Russia, Moscow, September 26-30, 2011

compressed mode we spend 900MB for BVH storage (max 16
quads / leaf) and vertex data storage (which result in 15.5 bytes
per triangle storage). Without this kind of memory optimization
this kind of model could consume up to 2.7GB of storage which
can’t fit into GTX480 memory.

non-compressed compressed

(4 triangles / BVH | (quads + guantization

leaf) + 16quads/BVH leaf)

Storage, Render, Storage, Render,

MB ms MB ms
Dragon,7M triangles 420 45 109 51
Thai, 10M triangles 600 47 155 55
PowerPlant, 13M 780 97 201 110
triangles
Lucy, 28M triangles 1680 n/a 434 65
All  together, 58M 3480 n/a 900 130
triangles

Table 1: Non-compressed vs. compressed stats.

In Table 1 we present comparison statistic for two modes: non-
compressed (36 bytes for vertex data storage per triangle, 28 bytes
for AABB storage, 4 triangles per BVH leaf) and compressed
(grouping into quads, quantization and 16 quads per BVH leaf).

In the non-compressed mode each triangle requires up to 60 bytes
to store the vertices and acceleration structure. Because of this we
can’t ray trace the models larger than 13M triangles on a 1.5GB
graphics card.

With a maximum of 32 quads per primitive we can reduce the
storage by 5% and decrease the ray tracing time by another 10%.

With a compression mode enabled we have 3.9x compression rate
for the data storage and 10% slower ray tracing (if we compare
render timings for PowerPlant and Dragon which both fit into
GPU for both compressed/non-compressed modes). However,
compressed-mode allows loading the model with 60-70M
triangles to the GPU.

When compression mode is switched the amount of data to be
accessed is reduced and there should be less influence of data
access BW on the ray tracing time. But at the same time we have
increased the number of primitives per BVH leaf from 2 quads (4
triangles) per leaf till 16 quads per leaf: the average number of
ray-primitive intersection tests per ray was increased by 90%.
Instead of 2x slowdown we got 10% slowdown for models that fit
into memory (for both modes) because of the more utilization of
GPU computation units per memory access units. This simple
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experiment confirms that for GPU it can be better to store less and
compute/recomputed more.

Potential improvement. The advantage of our approach is its
simplicity compared to the hierarchical AABB compression [2],
[5] which is harder to implement on GPU. Though, in the future
we would like to experiment with such compression methods as
well as with the larger primitive (not quad, but a triangle fan or
“cluster” [3]).

Another interesting direction of future work would be to compress
the dataset on the GPU as well as acceleration structure generation
on the GPU.

4. CONCLUSION

In this paper we have presented a simple method to compress the
vertex coordinates dataset and the bounding volume hierarchy by
almost 4x and keep efficient ray tracing at the same time. This
method allows rendering 4x larger models on the same GPU at
low implementation cost.
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Abstract

Global path planning is a challenging problem arisen in many
fields of research. Unfortunately, path planning algorithms have
relatively high complexity that extremely grows with the input
data volume. Being oriented on accurate metric schemes,
traditional local path planning methods have significant
limitations in the case of large-scale environments. Their inability
to use overall information on the whole environment creates
critical shortcoming in global planning. Topological schemes try
to overcome this drawback by representing the original
environment by means of route graphs. Topological schemes
scale better than metric ones, but being resistant to geometric
representation errors may yield incorrect or suboptimal solutions.

In the paper we propose an effective method of generating
topological maps for global path planning in complex large-scale
3D environments. The method utilizes adaptive spatial
decomposition in conformity to occupancy octree structures and
uses original criteria for identifying spaces and gates. Thus
generated maps provide for whole coverage of environments and
enable to effectively resolve multiple path planning requests using
graph search algorithms. Conducted experiments proved the
feasibility and effectiveness of the method presented as well as its
suitability to industry meaningful problem statements.

Keywords: Global path planning, Topological and metric
schemes, Collision Detection.

1. INTRODUCTION

Global path planning is a challenging problem arisen in many
fields of research, including global positioning systems (GPS),
autonomous robot navigation and very large-scale integration
design (VLSI). The problem is of particular interest to
construction planning community facing the requirements of
trustworthiness and feasibility of project schedules [10]. Correct
schedules must avoid any conflicting situations at project sites
and assure the existence of collision-free paths for installed
construction elements and deployed equipment. Ultimately it
would enable detecting and anticipating problems at earlier
planning phases and reducing risks and waste at the final phases.

Unfortunately, global path planning algorithms have relatively
high complexity that extremely grows with the input data volume.
Well-known metric schemes like configuration spaces,
generalized cones, voronoi diagrams, visibility graphs, cell
decompositions correspond directly to original geometric
representation of the explored environment and provide implicit
information about the traversability relations among different
places. Being based on metric schemes, popular path planning
methods such as probabilistic roadmaps (PRM), rapidly exploring
random trees (RRT), and potential fields succeed on local
statements. However, their inability to use overall a priory
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information on the whole environment creates critical
shortcomings in global planning.

Topological schemes try to overcome these drawbacks by
representing the original environment by means of route graphs.
Typically, vertices of such graphs are associated with identifiable
locations and edges — with possible routes between them.
Topological schemes scale better than metric ones, but being
resistant to geometric representation errors may yield incorrect or
suboptimal solutions [7]

Integration of metric and topological schemes looks most
promising approach to leverage advantages of both paradigms. It
can be performed by extracting a topological map from metric
representations and by annotating topological elements with
metric information. Occupancy grids are usually chosen as a
metric representation which is easy to calculate and to update. To
reduce their volume and to obtain a reasonable partitioning, the
grid cells are grouped in homogeneous regions. Each such region
becomes a vertex of the generated topological map and if there is
a feasible path joining two regions then their vertices are
connected via corresponding edge.

Extensive research efforts have been directed toward topological
mapping problems. This partitioning can be performed by using
quadtrees [13]. However, the optimality of the resulting partition
depends strongly on the distribution of the obstacles in the
environment [2]. Sometimes obstacle boundaries are modeled by
means of straight lines [1]. The main disadvantage of this method
is that it can not deal correctly with irregularly shaped regions nor
with walls which are not parallel or orthogonal. The topological
map can be extracted from the grid by analyzing the shape of free
space by means of the mathematical morphology image
processing tool [4]. However, only explored regions can be
represented at topological level. Region shape criteria were
proposed in [12] to split free space into homogeneous regions. It
is reported in [6] that these maps, as well as other self organizing
maps like the colored map and the growing neural gas, produce
unintuitive tessellations of free space. Wall histograms were
proposed in [6] to resolve these problems. However, this method
provides no suitable topologies for navigating in free space. Many
researchers tried to obtain adequate topological map by
identifying features like virtual doors, narrow passages, corners,
middle lines [3], [9]. Although their methods work well for
particular domestic cases, scarcely that they match to complex 3D
environments, particularly, indoor and outdoor environments
simulating real construction project sites.

In the paper we propose an effective method of generating
topological maps for complex indoor/outdoor environments. The
method utilizes adaptive spatial decomposition in conformity to
occupancy octree structures and uses original criteria for
identifying spaces and gates. Thus generated maps provide for
whole coverage of environments and enable to effectively resolve
multiple path planning requests using graph search algorithms.
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The rest of the paper is organized as follows. Section 2 describes
peculiarities of adaptive octree structures utilized as a metric
occupancy representation. In Section 3 we present an original
algorithm and criteria for extracting a topological map from the
metric representation. The algorithms to find suboptimal routes in
the topological graph and some results of conducted experiments
are mentioned in Section 4. In conclusions we summarize benefits
of the topological mapping method proposed.

2. OCCUPANCY OCTREE

To simplify the discussed motion planning problem and to avoid
computationally expensive analysis of whole 3D environments,
so-called spatial decomposition is usually applied. It assumes
subdividing the environment space into cells and determining
occupancy status for each localized cell. Using the occupancy
metric scheme, path planning problem can be solved more
efficiently by successive finding neighboring free cells and
navigating over them from a starting point of the moved object to
its destination point. Importantly, it can be done under very
general assumptions about the simulated environment.

We suggest the environment is composed of objects which may
be geometric primitives, algebraic implicit and parametric
surfaces like quadrics, NURBS and Bezier patches, convex and
non-convex polyhedrons, solid bodies given by constructive solid
geometry or boundary representation. No matter which geometric
models are adopted. It is assumed only that there is a common
function for the interference identification between any
environmental object and any given box. The testing result is an
occupancy status taking the values ‘grey’, ‘black’ or ‘white’ and
pointing whether the box is partially occupied, entirely full, or
entirely empty correspondingly.

In this paper we confine ourselves to the case of static
environments, although the method presented can be applied to
dynamic and pseudo-dynamic environments too. As opposed to
many works addressing to path planning, no specific restrictions
are imposed upon the geometric representation of both simulated
environment and moved objects considered as its intrinsic parts.

Adaptive cell decomposition is used to reduce the number of cells
suffered to the analysis and to waste less memory storage space
and computation time. Contrary to regular cell decomposition, it
is a good tactic for the complex indoor/outdoor environments
simulating construction sites and containing large regions with the
same traversability. At the same time adaptive cell decomposition
imposes problems for dynamic and pseudo-dynamic
environments. One good solution is the use of framed trees as
suggested in [11]. However, in high clutter environments framed
structures can be less efficient than regular grids due to the
overhead required to keep track of the cell sizes and locations.

To generate the occupancy octree the well-known adaptive
decomposition technique is applied. It begins by imposing a large
size cell over the entire planning space. If a grid cell is partially
occupied, it is sub-divided into eight equal subparts or octants,
which are then reapplied to the planning space. These octants are
then recursively subdivided again and again until each of the cells
is either entirely full or entirely empty. The subdivision process is
interrupted also for refined cells if their size becomes equal or
smaller than a given tolerance of the generated metric
representation. The resulting octree has grid cells of varying size
and concentration, but the cell boundaries coincide very closely
with the obstacle boundaries. An example of the octree
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representation is shown in Figure 1b. It was generated for a
simple building model presented in Figure 1a.

The cells of the deployed octree are then marked as ‘grey’,
‘black’ or ‘white’ depending on their occupancy status that points
out whether the cell is partially occupied, entirely full, or entirely
empty. Note that sometimes it is difficult to identify entirely full
cells for the environments consisted of, so-called, polygon soups
rather than solid primitives or assemblies. In such situations the
subdivision process has to be recursively continued under
suggestion that the cells are partially occupied regions.

Figure 1: (a) Geometric representation of the building, (b)
Deployed occupancy octree.

To make the metric representation more constructive for spatial
reasoning and topology extracting, it is proposed to enrich the
octree structure by Euclidian distance field values. For this
purpose empty cells store distances to the nearby obstacles. To
simplify computations, the distance estimates can be obtained
using already deployed metric scheme and avoiding consumable
analysis of the original geometric representation. In the proposed
algorithm the distances are computed from the center of each
empty cell to the nearest faces, edges or corners of the
neighboring cells (entirely or partially) occupied by the
environment objects. Neighboring cells are determined in a way
similar to the backtracking method [5] by finding common
ancestor and by descending from it to adjacent cells of the
explored octant.

Figure 2: (a) Estimated search area and neighboring occupied
cell, (b) Distance field distribution.

A principal distinction of the presented algorithm is that it collects
also indirect neighbors which are located not far than search
radius r from the explored octant. An initial estimation for the

search radius is given by the expression \/5 (% a—d), where a

is the linear size of the explored octant and d is the size of the

smallest cell coincident with the given metric tolerance. Indeed,
by construction the parent of the explored empty octant may be
only a grey cell and it must contain at least one occupied child
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cell. Evidently that it is located not far than \/5 (a—d) from the

center of the parent cell and not far than the given value from the
center of the explored octant. As new neighbors are found, the
estimated search radius can be refined and replaced by the current
value of the distance. This leads to additional savings on
traversing and processing cells. An estimated search area and an
occupied cell nearby to the central empty octant are shown in
Figure 2a as a circle and a bold arrow correspondingly. Figure 2b
illustrates the distance field distribution computed for the building
model and the occupancy octree presented above.

3. EXTRACTING TOPOLOGICAL MAP

As explained, the occupancy octree is an useful metric
representation to perform path planning in 3D environments by
successive navigating over empty octants and avoiding the
environment obstacles. However, being represented by huge
number of cells the octree prevents efficient coverage in large-
scale environments. This observation made us to follow “space-
gate” reasoning paradigm and to support corresponding
topological scheme. Both spaces and gates are considered as non-
overlapping, simply connected subsets of empty cells of the
occupancy octree. Principal difference between introduced
categories is that the spaces approximate large free regions of the
environment, whereas the gates — small narrow regions.

Therefore, the objective of this study is to extract a topological
scheme from available metric information. This problem attracted
many researches which tried to obtain adequate topological
scheme by identifying features like virtual doors, narrow
passages, corners, middle lines [9]. Although their methods work
well for particular domestic cases, scarcely that they match to
complex environments simulating real construction projects. The
proposed algorithm for extracting a ‘“space-gate” topological
scheme looks very promising from this point of view.

Underlying principle for detecting free regions is to find the cells
where the distance field reaches local maxima. Each such
maximum originates a subset of empty, simply connected cells
surrounding it and having distance values not exceeding the local
maximum. Opposite to centerline algorithms oriented on
rectangular occupancy grids and steepest descent by gradient
vector approximations, our algorithm is applicable to arbitrary
irregular grids and octrees which of special value for the
discussed global path planning problems.

To explain how the algorithm works, let us define binary relations
of the adjacency, dominancy and origination among empty cells
of the occupancy octree C . The cells ¢’,c"eC are adjacent (or

¢'~c") if and only if there is a common face belonging to
boundaries of both cells. The cell ¢’ e C dominates over the cell
c"eC (or c'>c") if and only if the cells are adjacent and

’

estimated distance value for the cell ¢’ is larger than the
corresponding value for the cell ¢". And, finally, the subset
C’'c C is originated from the cell ¢'eC’ ( ¢'>C' ) if and only
if for any c"eC’ there is a sequence C,,C,,...,C, €C’ so that
¢'>c,c >C,,..,c, >c" and there is no dominating cell
c"eC’' for ¢’ so that c”>c'. The introduced adjacency

relation is symmetric, reflexive and transitive. The dominancy
relation is transitive.
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We define the regions to be subsets of cells R,R,,R;,..cC

obtained by transitive closure of the dominancy relation on a set
of all empty cells of the octree C. Then the spaces

S,,S,,S;,...cC can be defined as non-intersecting subsets of
S, =R \{R,UR,U..}, S,=R,\{R, UR,U...},

S, =R,\{R,UR,U...}. Consider now a remained subset

regions

G={R NR,}JU{R NnR}U{R, NR,}...cC representing all
the intersected regions with more than one originating cell. Cells
of the subset G with the same combination of originating cells

are grouped to form the gates G,,G,,G;,...c G < C . One would

assume that the extracted spaces and gates have no mutual
intersections C, NC; =g, G, nG =0, (CnG, =0,

i#], k#l| and they form an exact cover of the original set

1
4

S,uS,U..UG UG, U...=C.

d

Figure 3: Space and gate regions identified in the occupancy
octree.

The introduced definitions and obtained formula give a
constructive algorithm to identify spaces and gates and to extract
a topological map from the metric representation. An important
advantage of the algorithm is an avoidance of any domestic
feature analysis and its applicability to both indoor and outdoor
environments. An example of the space and gate identification is
shown in Figure 3.

Figure 4: A bipartite “space-gate” topological graph for indoor
and outdoor environments.

All the recognized spaces and gates match to corresponding
vertices of the generated bipartite topological graph. Space
vertices are connected by edges with incident gate vertices, but
not with other space vertices. Similarly, gate vertices are
connected with incident space vertices, rather than with other gate
vertices. Thus, spaces and gates are alternated when navigating
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over environment and traversing the topological graph. A bipartite
topological graph generated for indoor and outdoor environments
is shown in Figure 4.

4. SOME EXPERIMENTAL RESULTS

Using the “space-gate” topological map and graph search
algorithms like classical Dijkstra’s and Tarjan’s algorithms, we
can determine what the possible path to get to a certain
destination is. The spatial path can be easy formed from
waypoints lying in the centers of incident spaces and gates
associated with the found route. Then the path is checked against
potential collisions and, if necessary, it is corrected using known
modification of the RRT algorithm that assumes growing trees
from neighboring waypoints in opposite directions. For details see
randomized kinodynamic planning [8]. Figure 5 provides an
example of the resulting path in the presented building model
obtained using both global and local planning strategies.
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Figure 5: A resulting path obtained using both global and local
strategies.

To validate the topological mapping method proposed and to
estimate its practical benefits, we have implemented a program
and conducted timing experiments, in which a middle-size
building model was applied. Although the model was strongly
structured in accordance with IFC standard, in fact a polygon
soup consisted from about 500,000 triangles was taken as original
3D geometry data. A series of the experiments corresponded to
different tolerance values of the metric representation limited by
the regular grid sizes.

The experiments showed that the method demonstrates
polynomial complexity grow avoiding any exponential explosion.
For the grid 52 x 56 x 30 the analysis took totally 107 CPU
seconds on a typical computer configuration Core 2 Duo E8600
processor (2.13 GHz), 2GB of RAM (800 MHz). After the
topological map has been constructed, search in the graph and
final validation of the found spatial routes took no more than a
few seconds that looks like quite promising result giving an
opportunity to interactively resolve path planning problems.

5. CONCLUSION

Thus, the effective method of generating topological maps for
large-scale 3D environments has been proposed. The method
utilizes occupancy octree structures and uses original criteria for
identifying spaces and gates. Thus generated maps provide for
whole coverage of environments and enable to effectively resolve
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multiple path planning requests using well-known graph search
algorithms. Conducted experiments proved the feasibility and
effectiveness of the method presented as well as its suitability to
global path planning problems in complex indoor-outdoor
environments.
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Abstract

A novel definition of the 3D curve-skeleton is presented. Many ex-
isting approaches to the problem can be formalized in the given def-
inition. The main advantage of the presented mathematical model
is that it allows strict quality assesment of the produced curve-
skeleton. The definition is based on the usage of fat curves. A fat
curve is a 3D object which allows to approximate tubular fragments
of the shape. A set of fat curves is used to approximate the entire
shape; such a set can be considered as a generalization of the 2D
medial axis. An example algorithm which obtains curve-skeletons
due to the given definition is also presented. The algorithm is robust
and efficient.

Keywords: curve-skeleton, medial axis, fat curve, shape analysis.

1. INTRODUCTION

The medial axis, first introduced in [1], has been proved to be very
useful for 2D shape analysis. The medial axis of a closed bounded
set  C R? is the set of points having more than one closest point
on the boundary; or, equivalently, the medial axis is the set of cen-
ters of the maximum inscribed in €2 circles. The medial axis is a
graph embedded in R?. This graph emphasizes geometrical and
topological properties of the shape 2. Such graphs are usually
called skeletons. There are efficient algorithms for 2D medial axis
computation.

It would be natural to try use the same approach for 3D shape anal-
ysis. A medial axis of a 3D shape Q@ C R®is a set of points having
more than one closest point on the boundary. But such an object is
not a graph since it may contain 2D sheets [2]. Those sheets may
be very complex, and there are some methods which try to simplify
the inner structure of the medial axis in 3d [3]. Therefore 3D medial
axis is as difficult for the processing as the initial shape 2. So there
is a problem: how to define a skeleton of a 3D shape as a graph
embedded in R? so that this graph would have all of the advantages
of the 2D medial axis?

Figure 1: Medial axis of a 2D rectange and a 3D box.

Such graphs are called curve-skeletons. To date, there are lots of
publications on curve-skeletons. However, unlike 2D case, where
the strict mathematical definition of the medial axis was given
decades ago, the definition of a 3D curve-skeleton still hasn’t been
presented. Usually, curve-skeleton is defined as the result of apply-
ing some algorithm to the 3D shape. There is no way to compare

*This is supported by RFBR, grant 11-01-00783.
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these algorithms with each other because their working principles
and results may have totally different nature. It’s very difficult to
evaluate the quality of the skeletons produced by those algorithms,
since there is no formal criterion for such an evaluation. There’s
only visual evaluation, which is subjective and not mathematical at
all.

In [4][5] the authors presented the classification of curve-skeleton
algorithms. The curve-skeleton is intuitively defined as a 1D thin-
ning of the 3D object. The authors also made a list of possible
properties of a curve-skeleton. Some of these properties are strict
(for example, topological equivalency between curve-skeleton and
the original shape), others are intuitive and should be formalized
(centeredness of the skeleton and possibility of reconstruction of
the original 3D object). Almost every published algorithm com-
putes skeletons which have some of these properties. In such cases,
these properties are considered to be advantages of the algorithm.

One of the popular approaches is based on the thinning of voxel
images. Such thinning may be done directly (deleting boundary
voxels step-by-step, [6] [7]) or with the distance function [8]. The
skeletons produced by such methods are not continuous but discrete
objects. Algorithms of this class are not universal because they’re
applicable to the voxel images only. Finally, there is no mathe-
matical criterion to evaluate and compare different techniques of
thinning.

It seems natural to try to extract 1D curve-skeleton from the 2D me-
dial axis. The medial axis itself is a very complicated object, which
consists of quadratic surfaces, so it’s usually replaced by some ap-
proximation. However, extraction of 1D piece from the medial axis
usually based on some successfully found heuristic. For example,
in [9] such an extraction is done with the help of the geodesics on
the boundary surface. As in the previous case, there’s no strict cri-
terion for evaluation and comparison of various heuristics of a 1D
curve-skeleton extraction.

There are some other techniques used to compute curve-skeleton,
such as usage of optimal cut planes [10] or physical interpretation
of the problem [11]. However, these methods are also successfully
found heuristics which allow to compute some object visually cor-
responding to the human idea of the curve-skeleton. And again,
formal mathematical evaluation of these algorithms doesn’t seem
to be possible.

In this paper, a strict definition of the curve-skeleton is given. The
model being proposed

1. allows to evaluate the correspondence between the curve-
skeleton and the original object;

2. approximates the given shape with a fixed precision;

3. doesn’t depend on the type of the shape description (polygo-
nal model, voxel image or point cloud).

Also, an algorithm which computes the curve-skeleton according to
the definition, is presented.
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2. DEFINITIONS

Let € be a set of smooth curves in R®. For every curve ¢ € %,
there is a set Z. of continuous non-negative functions defined on c.

Definition 1 A fat curve is a pair (c,r), where c € €,r € ..
The curve c is said to be an axis of the fat curve, and the function r
is its radial function.

Definition 2 An image of the fat curve (c,r) is a set of points
I(e,;r) = {x € R’y € c: p(x,y) < r(y)}- (1

Definition 3 A boundary of the fat curve (c,r) is a set of points

Ol(e,r) ={x € I(c,r)|Vy € c: p(x,y) > r(y)}. (2

The fat curve is an object which is very convenient to approximate
tubular 3D shapes (see Fig. 2).

Figure 2: Fat curve.

Definition 4 Let C be a set of fat curves such that axis of these
fat curves intersect each other in their endpoints only. A fat graph
F over a set C' is a graph whose edges are fat curves from C' and
vertices are endpoints of their axis.

Definition 5 A boundary OF of a fat graph F' is an union of bound-
aries of the fat curves composing F.

Let .« be a set of all possible fat graphs.

Consider an embedded in R® connected 3D manifold Q with the
boundary 0€2. We’ll approximate €2 with some fat graph.

Definition 6 A distance between the point x € R> and the fat
graph F' is a distance between x and the closest point on F<’s
boundary:

p(x, G) = min p(x,y). 3

Definition 7 A distance between a manifold 2 and a fat graph F
is a value

(2P = [ pers @
xXE

Approximation quality can be evaluated by two values: distance
e(Q, F) and complexity of the fat graph F. A complexity of a fat
graph can be evaluated as

1. sum of lengths of axis of fat curves composing the fat graph;

2. number of the fat curves.
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If the set € is rather wide, it’s better to use the first criterion in order
to avoid too crooked curves. However, if ¥ is narrow and doesn’t
contain such curves, the second criterion can be used since it’s very
simple.

In these terms, the problem of approximation with a fat graph can
be defined as following

1. compute an approximation with the smallest possible (€2, F')
and a fixed fat graph complexity;

2. compute an approximation with the least possible complexity
and
E(Q,F) < €o, ©)

where ¢ is a fixed value.

The fat graph can also be defined for planar curves. 2D medial
axis would be an example of such a graph if we define the radial
function at a point x equal to the distance from x to the boundary.
Image of this special graph coincides with the whole shape, so its
approximation error is zero.

3. IMPLEMENTATION

The main issue which wasn’t discussed in the previous chapter but
seems to be very important in the practical implementations of the
method is how to choose the first approximation of the skeleton.
It’s possible to use any existing algorithm which produces curve-
skeletons. But the proposed scheme has the advantage that the first
approximation of the skeleton doesn’t have to be very nice and ac-
curate. It can be easily fitted into the shape afterwards using numer-
ical methods.

That means that we can use some algorithm which is inaccurate but
very fast, hoping to improve it during the fat graph fitting. One way
to do so is to use the 2D medial axis of some {2’s planar projection.
There’re some facts in favor of this decision.

e It seems that medial information plays the key role in the hu-
man vision and visual perception[5]. But the human vision is
planar, so if some 3D graph feels to be a good curve-skeleton,
its projection would be also considered as a graph which is
very close to the 2D medial axis of the object.

e 2D medial axis is a well-defined and examined object. There
are fast and robust algorithms for 2D skeletonization.

o As mentioned above, the 2D medial axis can be considered as
a fat graph which has zero approximation error. It’s possible
to try to bring this property in 3D as close as possible.

e 2D medial axis of a polygonal shape consists of smooth curves
of degree 1 and 2, which can be fitted in the manner described
above.

An example of the object and its planar projection is shown in the
Fig. 3.

Each knot of the 2D skeleton is a projection of at least 2 points on
the surface (see Fig. 4). A maximal inscribed ball tangent to the
surface OX at those two points is a good mapping of the knot into
the 3D space.

The main problem of this method is the possibility of occlusions.
For example, if one of the legs of the horse in Fig. 3 was occluded
by another one, the usage of this particular projection would lead
to an incorrect result. For some models it’s possible to find a pro-
jection which gives no occlusions. The incorrect projection with
occlusions produces significant approximation error. But for some
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Figure 3: A model of a horse (left), its orthogonal planar projection
with the 2D medial axis (center) and the approximating fat graph
(right).

Figure 4: 2D projection (left) of a 3D cylinder (right); center of the
maximum inscribed circle is a projection of points A, B.

shapes it’s impossible (or very difficult) to find a good projection
with no serious occlusions. This problem is solved by the prelim-
inary segmentation. The shape is divided into tubular segments.
Each segments is approximated with its own fat graph produced
by some particular planar projection. Finally, all these partial fat
graphs are joined into one.

The segmentation is defined by a set of points

Qs ={a,...

Let po be a geodesic distance on the surface 2. Then each seg-
ment S; is defined as a set of points closest to q;:

,Qs}, qi € 9. (6)

Si = {x € 0WVk,1 <k <s5,pa(x,qi) < pa(x,qK)}.  (7)

An example is shown on the Fig. 5.

Figure 5: Segmentation of the model.

If the segmentation based on the set () is not detailed enough, we
can replace it with a new one

Qs+1 = Qs U{Qgs+1},qs+1 = arg max po (%,Qs), ®

where
pa(x,Qs) = min pa(x,qi). ©)

1<i<s
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The segmentation process starts with the set ()2 which consists of
two points which are most distant from each other.

The short summary of this chapter gives us the following scheme
of the algorithm.

1. Segmentation of the model.

2. Choosing the best 2D projection for each segment (the word
”best” means that this projection leads to the least value of the
approximation error on the next step).

3. Computation of the approximating fat graph for each segment
using the planar skeleton of the projection obtained on the
previous step.

4. Join all of the fat graphs into one and final fitting using the
numerical methods.

4. EXPERIMENTS

The described algorithm was successfully implemented. As men-
tioned above, it’s impossible to compare the quality of the skeletons
produced by other methods, since there has been no numerical cri-
terion for evaluation of the difference between the curve-skeleton
and the given shape. We’ll prove the capacity of our approach in
the way that is common in the literature on the curve-skeletons,
which is based on the visual evaluation and experimental proof of
the claimed properties.

First of all, we demonstrate the examples of curve-skeletons pro-
duced by the described algorithm (see Fig. 6). 3D models which
have been chosen for the experiment are widely used to evaluate
various computer geometry algorithms, so they’re appropriate for
the visual comparison with other methods.

Figure 6: Examples.

It’s useful to discuss the properties listed in [4]. Homotopy equiv-
alence between the curve-skeleton and the shape is not guaranteed,
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since the fat graph with relatively large amount of edges approx-
imates wide non-tubular fragments of the shape with a loop con-
sisting of a pair of edges. However, this property can be easily
provided by more strict requirements for the topological class. In-
variance under isometric transformations (i.e. transformations in
which the distances between points are preserved) is obvious. The
possibility of reconstruction of the original shape is provided by
the definition of a fat graph: the image of the fat graph is a 3D
manifold which approximates the original object with a known pre-
cision. The reliability (which means that every boundary point is
visible from at least one curve-skeleton location) is not guaranteed,
but it’s achieved when the fat graph has enough edges. The robust-
ness is implied by the robustness of the function (2, F).

In order to justify the meaningfulness of the function (2, F'),
which is the core part of the described method, we’ve prepared a
number of various curve-skeletons of the same object. These skele-
tons were made without any fitting and with badly tuned parameters
of the algorithm. The curve-skeletons and their corresponding ap-
proximation error values are shown on the Fig. 7. It’s pretty obvious
that the greater the value of (€2, F'), the worse the visual quality of
the produced curve-skeleton. That implies that the proposed defini-
tion is not only theoretically grounded but also has some practical

utility.
M‘ M
(a) e = 0.0077 (b) e = 0.0080
(c) e = 0.0082 (d) e = 0.0089

Figure 7: Curve-skeletons of the horse with different approxima-
tion error.

5. CONCLUSION

In the paper, a new mathematical model for curve-skeleton for-
malization was presented. This model allows to compare and re-
search various approaches for the 3D skeletonization. Also, a new
algorithm for skeletonization was described, implemented and dis-
cussed. The further research involves the following issues:

e claboration of the model, in particular, approximation evalua-
tion via Hausdorff metric;

e further development of the algorithm, better selection of the
first approximation and formalization of the iterative fitting.
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Abstract

Light detection and ranging (LiDAR) has the capability of capturing
a huge amount of highly accurate spatial data. However, the size of
the data causes a lot of problems associated with its exchange and
storage. In this paper, a method for lossless LIDAR data compres-
sion is presented. Although, efficient methods in terms of compres-
sion ratio have already been proposed, their time efficiency can be
improved. For this purpose, a multithreading schema was devel-
oped to increase the use of the computer resources (i.e. multi-core
central processor unit and direct memory access). In this way, the
overall compression time has been reduced over 70%.

Keywords: LiDAR, multithreading, lossless compression, predic-
tive coding.

1. INTRODUCTION

In the recent years, light detection and ranging (LiDAR) has be-
come one of the prime remote sensing technologies [1, 2, 3]. Most
of its capabilities arise from the use of the laser light to measure the
range from the distant objects. The range is calculated based on the
time delay between the transmission of the laser pulse and detection
of its reflection [4]. Since a short wavelength signal is used, LIDAR
achieves high accuracy and performs the measurements extremely
fast [5]. As such, it is able to capture large amount of highly accu-
rate and dense data in a short time. Because of this, it becomes one
of the most widely used techniques within a wide range applications
[6,7, 8].

LiDAR is especially important in geosciences, where relatively
large Earth’ s surface can be gathered by airborne LiDAR
systems|[1, 2, 3, 6, 7, 8]. The airborne LiDAR systems are mounted
on aircrafts and obtain geographical position of measured points by
the use of the global positioning system (GPS) and inertial mea-
surement unit (IMU) [5]. GPS is used to define the position of the
aircraft, while IMU measures the roll, the pitch, and the heading of
the aircraft. By that, and by measuring the scan angle, the angu-
lar orientation of each point is established and thus, the position of
the point can be defined (see Fig. 1). Furthermore, such systems
are capable to distinguish between different reflections of the emit-
ted laser pulse. In this way, they can retrieve some points from the
Earth’s surface even below the vegetation [4].

The gathered points are usually saved in a LAS file, which repre-
sents the industrial standard for storing and exchanging LiDAR data
[9]. In a LAS format, points are represented by xyz-coordinates.
Scalar values are associated with each point thet represents, for
example, an intensity, a reflection number or user specified data.
Exact specification depends on the version of the LAS format. Be-
cause LiDAR systems can perform over 200.000 measurements per
second (which allows retrieving over 35 points per square meter),
such files become extremely large. They often contain several tens
of millions of points and their size can easily reach more than a
few gigabytes. Therefore, to store such files is difficult, while their
exchange over the local networks and internet is practically impos-
sible. Because of this, the compression of LiDAR data is of great
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relevance to the remote sensing community [S5]. However, as huge
files have to be compressed (and decompressed), the time for com-
pression represents another important factor for efficient maintain-
ing of the data.

In this paper, we present a multithreaded approach for LiDAR data
compression, which exploits multi-core central processor units to
speed up the compression process. In section 2, related work on
LiDAR data compression is briefly presented. Brief description of
the used compression method is given in section 3. In section 4,
the multithreaded approach is explained in details. The results are
presented in section 5. Section 6 concludes the paper.

2. RELATED WORK

Early works on point compression were closely related to com-
pressing the topology of the triangular meshes. Thus, one of the ear-
liest methods presented in [10] uses triangular mesh, beside which
the geometry of points is compressed. The method uses a predic-
tion of the next points position. For this purpose, the triangular
mesh is divided into stripes. Points are then compressed based on
the order of their appearances in such stripes, where the position
of the next point is encoded using linear prediction schema [11].
In this way, only the differences between predicted and actual po-
sitions of points are stored. Since this approach compresses the
topology as well as the geometry of triangular mesh, it is not suit-
able for LiDAR data, where neighbouring relations of points are
not known (we are talking about unstructured points). The efficient
compression of unstructured point-cloud usually requires to find the
points that are close enough in the space, to enable utilization of the
prediction paradigm. The method described in [12] establishes a
correlation between the points by using an octree-based space par-
titioning schema. This algorithm predicts the location of the next
point with regard to the approximated planes in the octree cells. A
similar spatial hierarchy is used in the algorithm of Huang et al.
[13]. It also supports the compression of scalar values attached to
the points. Both, the point coordinates and the attached scalar val-
ues are represented by using an average value in the surrounding
tree cells. Other approaches apply prediction vectors to estimate
the coordinates of the next point in the stream. For example, the
algorithm proposed in [13] predicts the location of the next point
using the vector between the last two points before the observed
one. Besides this, they introduced additional rules for rotating of
the prediction vector.

The algorithm proposed in [14] is one of the earliest, aimed for Li-
DAR data compression. It utilizes the Delaunay triangulation [15]
for planes approximation and the wavelet transform to update the
values of the points coordinates. This method is very efficient with
regard to the compression ratio but, simultaneously, it is slow and
lossy. The algorithm proposed by Isenburg [16] is also intended
to compress LiDAR data. At the moment, it is accessible only as
a demo program, while the implementation details are not known
to the public. However, in terms of compression ratio, even more
efficient algorithm was presented by Mongus and Zalik in [17] (ex-
ecution version is available at [18]). To seed-up the compression
process, a multithreaded implementation is suggested in this paper.
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Figure 1: Gathering of airborne LiDAR data.

Because of this, this method will be briefly explained in the next
section.

3. LOSSLESS LIDAR DATA COMPRESSION AL-
GORITHM

The considered method for compression of LAS files uses domain-
specific information about the LiDAR data gathering. In this way,
the correlation between points can be established without an addi-
tional space partitioning. The method works in three steps:

1. Points are encoded with a predictive coding scheme.

2. The errors in the prediction are coded with the variable-
length-coding (VLC).

3. VLC values are compressed with arithmetic coder (AC) and
stored in the output file.

In the prediction model, three prediction rules are used to estimate
the positions of the points, while constant prediction rule is used do
predict their scalar values (details are given in [17]):

e Constant prediction rule presumes that the values of the same
attribute of two successive points are the same. Because the
consequent scalar values of LiDAR points are often very sim-
ilar, the constant prediction rule is highly efficient. On the
other hand, the positions of successive points are never the
same. Therefore different prediction rules are proposed for
them.
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e Prediction rule for x-coordinate uses the average distance be-
tween x-coordi-nates of the successive points. In addition, the
deviation of the last few samples (100 have been used in our
case) are used, and by the help of the linear interpolation, in-
cluded in the final prediction.

e Prediction rule for y-coordinate exploits the difference be-
tween successive points x-coordinate to predict the y-
coordinate of the coded point. Usually, the large distance in
x-coordinate results in a large distance in y-coordinate, too.
Thus, the history of the coded points is searched to find two
successive points with a similar difference in x-coordinate. If
such points are found, their differences in y-coordinate should
match, too. If the match is not found, the linear approximation
between previous y-coordinates is used for prediction.

e Prediction rule for z-coordinate applies a similar concept as
the prediction for y-coordinate. However, it uses both x and y
coordinates.

Because predictions made by described prediction model are accu-
rate, the absolute values of prediction errors are small and the VLC
can be efficiently applied. In the VLC step, the description byte is
added to each value, where the information about sign and length
(in bytes) of each value are stored. Thus, the zero bytes can be
removed from each value. Furthermore, description bytes, as well
as non-zero bytes of the same importance, are arranged in the sep-
arated byte streams. Each of those streams is then independently
compressed by arithmetic coding (AC) [11] and stored to output
file. This independency makes the algorithm suitable for multipro-
cessor programming, introduced in the next section.
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4. MULTITHREAD APPROACH FOR LIDAR DATA
COMPRESSION

As already stated, most of the LiDAR point attributes are coded
independently and therefore they can be processed simultaneously.
Thus, by the use of multithreading, multi-core central process units
(CPU) and direct memory access (DMA) [19] can be exploited for
a considerable reduction of the time needed for LIDAR data com-
pression. In the Fig. 2, the scheme of the proposed approach is

presented. LIDAR points

A set of LIDAR points, which represents an input in our method, X

is rearranged into a set of data-streams. Each data-stream contains 4

the values of the same LiDAR point attribute. Because only pre- :

dictions of xyz-coordinates are mutually dependent (prediction for Intensity

y is dependent on x values and prediction for z is dependent on x Return number
and y values), one thread is created for each data-stream and one

for processing xyz-coordinates. It is obvious that most of the CPU User data

time is used to predict xyz-values and thus, corresponding thread
should have a higher priority. In this way, the processing of the
data-streams is more synchronized and consecutively less CPU time
is lost in the last synchronisation step. However, after the predic-
tive coding step for the xyz-coordinates is completed, VLC can be
preformed for xyz-coordinates simultaneously as well. Therefore,
two more threads are created (for y-coordinates and z-coordinates),
while the priority of the current one (x-coordinates) is set back to
normal. Furthermore, in the VLC step, each data-stream is fur-
ther split into four byte-streams. Because each byte-stream can be
handled by AC independently, additional threads are created (see
Fig. 2).

In the last step, the threads are synchronised and compressed data
is stored in the output file. Since it is time consuming to write the
data to the out file, a pipeline is created for using DMA to speed up
the data storing. Thus, in the first step, each of the threads enters
the queue for the AC. One after another, byte-streams are accepted !
by the AC and the corresponding threads are killed. When process- |
ing of a byte-stream is terminated by AC, the data is passed to the O }
DMA. Because DMA does not use the CPU for writing, the CPU ; i
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can process the next byte-stream. In this way, the arithmetic cod-

ing and the data storing are performed simultaneously, reducing the

overall data compression time. However, because we cannot predict

which of the threads finishes the first, the order of the byte-streams

is stored in the output file, too. Nevertheless, the number of threads

is limited and the space needed to store the order of the byte-streams O
S - . <C
is irrelevant in regards to the total file size.
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The presented multithreading approach was tested against the
original method accessible at [18]. Both implementations were
done in C# under MS Windows 7 Profession. The time efficiency
of multithreading approach is demonstrated on five LAS files
that contain different number of points. Tests were performed on
computer system with Intel Core 2 Quad CPU Q6600 2.45 GHz, 4
GB of RAM. The results are presented in Table 1.

Output file

From the results we can see that the proposed multithreaded ap-
proach is, for over 70%, faster than the original approach. The CPU
utilization is increased from 24% to 94%. The original method has
not been designed for multi-core CPUs. Because of this, its utili-
sation cannot be higher than //N, where N is the number of CPU
cores. Thus, in our case (N=4) the maximal utilization is 25%.
When dealing with multi-core CPUs utilization, the distribution of
computational workload should be as equal as possible. With the
presented approach, the CPU utilization confirms that almost op-
timal workload distribution has been achieved. The difference be-

Figure 2: Multithread aproach for LiDAR data compression.
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Table 1: Time efficiency of lossless LiDAR data compression algorithms

LASFilel | LASFile2 | LASFile3 | LASFile4 | LAS File 5
Original file size (kB) 64.194 101.649 108.037 175.304 429.743
Compressed file size(kB) 9.887 9.289 14.339 20.250 40.455
Number of points 2.345.998 3.581.247 3.951.030 6.411.089 | 15.716.290
Original method 14.85 sec. 19.95 sec. 24.35 sec. 36.82 sec. | 142.80 sec.
Multithreaded method 4.30 sec. 5.66 sec. 7.18 sec. 10.35 sec. 39.60 sec.
Time reduction 71.0% 71.6% 70.55% 71.9% 72.3 %

tween optimal utilisation and the achieved utilisation is due to the
additional calculations needed for synchronizations of threads and
thread scheduling. Because the thread synchronisation time is equal
regardless to the file size, slight increase in the time reduction can
be noticed when larger files are compressed. The only exception is
LAS File 3, where data density is particularly low and worse com-
pression ratio is achieved as well.

6. CONCLUSION

A new multithread compression schema for lossless LiDAR data
compression has been presented in this paper. The proposed ap-
proach exploits multi-core CPU and DMA of modern computer sys-
tems to speed up the data compression. It has been shown that in
these ways, the total compression time has considerably decreased,
due to the multithreading. When dealing with multiple threads, dif-
ferent threads share the same cash. Thus, by proper synchronisa-
tion, less time-costly data transfers are required [19]. Furthermore,
if one thread gets a lot of cache misses, other threads can still em-
ploy free computer resources that would otherwise be idle. In this
way the overall compression time has been reduced over 70%.
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Abstract

This paper presents a novel peer group filtering method, called the
NPGF method, for impulse noise reduction. The main contribu-
tions of the proposed method are two-fold. First, we propose that
the impulse noise detection is performed in the CIELab, instead
of the RGB, color space to enhance noise detectability. Secondly,
the proposed method employs two different-sized windows in de-
termining the status for each pixel, alleviating the problems in cor-
recting non-corrupted pixels in the neighborhood of edges in the
textured regions. Based on three typical color images, experimen-
tal results demonstrate that the proposed NPGF method achieves
better performance in noise detection when compared to the exist-
ing method.

Keywords: Color image denoising, Impulse noise reduction, Peer
group filter, CIELab color space.

1. INTRODUCTION

The impulse noise reduction problems have been widely investi-
gated because of their fundamental importance for image process-
ing. During image acquisition or transmission, impulse noises are
often introduced. Many impulse noise reduction methods have been
developed [1]-[18]. These methods perform filtering operations on
an image where the intensities of noisy or corrupted pixels are mod-
ified while preserving the intensities of non-corrupted or noise-free
pixels to improve the image quality. The previous developed im-
pulse noise reduction methods could be broadly classified into four
categories — vector median based filtering method [1]-[3], fuzzy-
logic based filtering method [4]-[7], switching filtering based meth-
ods [8]-[11], and peer group based methods [14]-[18].

In the category of vector median filtering methods, Astola ez al. [1]
proposed a VMF method, which is the earliest vector median based
filtering method. The VMF method, an extension of the scalar me-
dian filter, is a vector processing technique and can be derived as
a maximum likelihood estimation approach when the probability
density is the double exponential. In the category of fuzzy-logic
based filtering methods, fuzzy logic approach is used to deal with
nonlinear image noise and process the inherent uncertainty in im-
age structures. Camarena et al. [7] proposed a two-step fuzzy pro-
cedure which first performs a quick diagnosis based on the rank-
ordered difference statistics [19], to determine the status of pixels
in simpler cases. and then a strict diagnosis is used to deal with the
pixels which are more difficult to classify. Then, the corrupted pix-
els are modified using the VMF method and the rest of the pixels
is unchanged. In the family of switching filters, the methods are
based on a detection-correction strategy where the filters are only
applied to the corrupted pixels, indicating that the switching based
filtering method can preserve more image edges. Jin and Li [8]
proposed a switching filtering method by using quaternion rotation
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theory [12]. The methods in [10]-[11] use the difference between
the central pixel and neighboring pixels in four directions to deter-
mine the status of central pixel. Neuvo and Ku [13] proposed the
first peer group based filtering method. The central idea behind the
peer group filtering method is that the pixel with significantly dif-
ferent intensity from those of neighboring pixels is more likely to be
anoise. This method counts the number of neighboring pixels with
similar intensities to deduce if the pixel is a noise. Thresholds on
the similarity and the number of similar pixels are used and the pixel
with small number of similar pixels is deduced to be a noise. Ca-
marena et al. [17] proposed a fast peer group based filtering method
in which a pixel is identified as non-corrupted when the size of peer
group is larger than a threshold in the fuzzy metrics context. Moril-
las et al. [16] used a reduced ordering of color vectors to detect and
replace the corrupted pixels for simultaneous reduction of impulse
noises and preservation of the textured edges. Camarena et al. [18]
further proposed a two-stage peer group filtering method, called the
IFPGF method, to detect the corruption status of a pixel. In the first
stage, a pixel is classified as either non-corrupted or undetermined.
Only the undetermined pixels enter the second stage for further in-
vestigation. This two-stage method suffers from the problem of
false alarm near the edges in textured regions of an image.

This paper presents a novel peer group filtering method, called the
NPGF method. The ideas behind the proposed method are two-
fold. First, we show that to achieve good pixel corruption detection,
working in CIELab color space [20] achieves better corruption de-
tection than other color spaces. Secondly and more importantly,
we propose a novel two-window approach for detecting corrupted
pixels which suppresses the false alarms near the edges in textured
regions of images. Based on three typical colored images, experi-
mental results show that the proposed NPGF method achieves bet-
ter performance in noise detection when compared to the IFPGF
method.

The rest of the paper is organized as follows. Section 2 presents in
detail the IFPGF by Camarena et al. [18] and the proposed NPGF
method. In Section 3, the experimental results are demonstrated
to show the superiority of the proposed NPGF method. The final
section concludes the paper.

2. THE PROPOSED PEER GROUP FILTERING
METHOD BASED ON THE CIELAB COLOR
SPACE

In this section, we first illustrate the basis of peer group filtering
methods for impulse noise reduction, using the image shown in Fig.
1 as an example.

To simplify the discussion, gray values, instead of the values in the
CIELab color space, are used in Fig. 1. To determine if a pixel is
corrupted, a window of certain size (e.g., 5 X 5) is constructed with
the pixel located in the center. The peer group corresponding to the
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central pixel of a window is defined as the set of pixels which have
similar gray values (e.g., difference in gray values less than or equal
to some similarity-threshold) with the central pixel. If the size of the
peer group is large (e.g., larger than or equal to some size-threshold)
then we tend to classify the corresponding pixel as a non-corrupted
pixel. Using similarity-threshold 5 and size-threshold 10, the cen-
tral pixel in Fig. 1 is classified as a corrupted pixel since the size of
the peer group is 3. Camarena et al. [18] proposed an improved fast
peer group filtering method, called IFPGF, to increase the filtering
speed. The IFPGF first divide the image into non-overlapping 5 X 5
windows. The central pixel of each window can either be classified
as a non-corrupted if the peer group is large or an undetermined
pixel. Once the central pixel is classified as a non-corrupted pixel,
all the pixels in the corresponding peer group are classified as non-
corrupted. Then, for each undetermined pixel, a 5 X 5 window is
constructed to determine its status.

General peer group filtering methods suffer the problem of falsely
deducing a pixel in a textured region as a corrupted pixel since the
size of the corresponding peer group tends to be small. To allevi-
ate this problem, we propose a novel two-stage peer group filtering
method, called NPGF, which employs two different-sized windows
to determine the peer group. In the first stage, a 5 X 5 window
is constructed and the similar pixels with the central pixel are in-
cluded in the peer group. In the second stage, for each of the eight
pixels around the central pixel which are similar to the central pixel,
a 3 x 3 window is constructed. For each 3 x 3 window, the pixels
similar to the central pixel, excluding the identified similar pixels
in the first stage, are included in the peer group corresponding to
the central pixel in the first stage. Finally, the pixel with large peer
group is deduced as a non-corrupted pixel; otherwise, a corrupted
pixel. The central idea behind the proposed two-stage peer group
filtering method is to use the central pixel of the 3 x 3 window as
the bridge for capturing the gradual changes on the gray values of
edges in the textured regions.

Figure 1: Example for illustrating peer group filtering.

The proposed impulse noise detection is performed in the CIELab,
instead of the RGB, color space to enhance the noise detectability
since the color distance between neighboring pixels is larger in the
CIELab color space. To transform an RGB-based input image into
the CIELab color space, Hunt [20] first transforms the image from
the RGB color space into the CIEXYZ color space by

X 0.4124 0.3575 0.1804 R
Y | = 02126 0.7151 0.0721 G (1)
Z 0.0193 0.1191 0.9502 B

Then the CIEXYZ-based image is converted into the CIELab-based
image by

L = 116 x f(Y/Y,) — 16
a = 500 x [f(X/Xn) — F(Y/Yn)]
b = 200 x [f(Y/Yn) — f(Z/Zn)],
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with
3, ifr > (5)3,
ft) =
$(2)%1+ 55, elsewhere,
where (Xn, Yn,Z,) = (95.047, 100.00, 108.883) is the position of

the white point in the CIEXYZ color space. The color distance in
CIELab color space between pixels p and q is defined as

~

d(p,q) = \/(Lp = Lg)? + (ap — aq)? + (bp — bg)?,

where (Lp, ap, bp) and (Lg, aq, bq) are coordinates of pixels p and
g, respectively, in the CIELab color space.

Denote by |PG(p)| the size of the peer group corresponding to
pixel p. Let W;(p) denote the window of size i x 4,7 = 3,5,
with central pixel p. The pseudo-code for determining if pixel p
is corrupted and the following noise-reduction operation using the
proposed NPGF can be described as follows.

1. Determine PG(p):

1.1 For p; € Ws(p) and p; # p, if d(ps,p) < ts then
pi € PG(p).

1.2 For p; € PG(p) and p; # p, construct W3(p;).
For pr € Ws(p;), pr ¢ PG(p), and px # pj, if
d(pk,p;) < ts then py, € PG(p).

2. If [PG(p)| > t. then deduce pixel p as non-corrupted.

3. For each deduced corrupted pixel, replace its CIELab coordi-
nates by applying the arithmetic mean filtering operation on a
3 x 3 window centered at the corrupted pixel.

Since the proposed NPGF method alleviates the problem of
misidentifying non-corrupted pixels as corrupted in the textured re-
gions, it can preserve, as supposed to, the edges in the textured
regions.

3. EXPERIMENTAL RESULTS

We compare the proposed NPGF method with the IFPGF method
based on three typical test color images, Lena, Flower, and Statue,
as shown in Figure 2. For fair comparison with the IFPGF method,
the proposed NPGF method is only used to determine the status of
the undetermined pixels generated by the first stage in the IFPGF
method. The similarity threshold ts = 15 was used for images
Lena and Flower and ¢t = 20 for image Statue in the proposed
NPGF method. The corresponding similarity thresholds 30 and 40
were used in the IFPGF method. As for the threshold ¢, on the peer
group size, number 12 was used for both NPGF and IFPGF meth-
ods. All comparisons are performed and implemented with Borland
C++ Builder 6.0 and run on a standard PC with AMD Athlon 64x2
4800+ CPU (2.5GHz) and 1.87GB of RAM.

We compare the accuracy in detecting the corrupted pixels based
on five conventional accuracy measures: (a) recall, (b) specificity,
(c) precision, (d) accuracy, and (e) F-measure. Recall is the pro-
portion of correctly deduced corrupted pixels within the true cor-
rupted pixels. Specificity is the proportion of correctly deduced
non-corrupted pixels within the true non-corrupted pixels. Preci-
sion is the proportion of true corrupted pixels within the deduced
corrupted pixels. Accuracy is the weighted average of recall and
specificity with weights proportional to the numbers of true cor-
rupted and non-corrupted pixels. The F-measure is the harmonic
mean of recall and precision. The F-measure is high only when
both recall and precision are high since the harmonic mean of two
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proportions tends to be low if one of the two proportions is low. Let
TP and T'N denote respectively the number of pixels that are cor-
rectly deduced as corrupted and non-corrupted pixels. And denote
respectively by F'P and F'N the number of pixels that are erro-
neously deduced as corrupted and non-corrupted pixels. Then we
have

recall = __Tr
TP+ FN’
fici _ TN
spect Clty = m7
precision = _re
TP+ FP’
accuracy = TP+TN
TP+ FP+TN+FN’
F-measure = %
recall ' precision

Empirical results are listed in Tables 1 through 4, for different per-
centages of corruption, respectively. Based on the empirical results,
the following general conclusions are obvious:

1. The proposed NPGF has higher detection accuracy than the
IFPGF method on all the accuracy measures considered.

2. The proposed NPGF has better but not significantly higher
specificity than the IFPGF method for all the cases consid-
ered.

3. The proposed NPGF has significantly higher recall and pre-
cision than the IFPGF method for all the cases considered,
leading to a significantly higher F-measure.

4. The proposed NPGF has significantly higher recall but not
significantly higher accuracy since the images only encom-
pass a small proportion of corrupted pixels.

Table 1: Comparisons of detection accuracy with corruption per-
centage 5%.

Table 3: Comparisons of detection accuracy with corruption per-
centage 20%.

NPGF

(IFPGF) recall specificity  precision accuracy F-measure
Lena 98.24% 99.21% 96.62% 99.02% 97.42%
(98.15%) (95.87%) (81.63%)  (96.33%) (89.13%)
Flower | 99-11% 98.90% 95.16% 98.94% 97.09%
(94.12%) (97.38%) (88.43%)  (96.73%) (91.19%)
Statue 98.55% 98.64% 93.95% 98.62% 96.20%
(93.01%) (96.64%) (84.86%)  (95.91%) (88.75%)

Table 4: Comparisons of detection accuracy with corruption per-
centage 30%.

(ﬁgg% recall specificity  precision accuracy F-measure
Lena 98.67% 98.84% 97.11% 98.79% 97.88%
(98.30%) (93.76%) (83.62%)  (95.12%) (90.37%)
Flower | 99-02% 98.39% 95.90% 98.58% 97.44%
(94.59%) (96.25%) (90.43%)  (95.75%) (92.46%)
Statue 98.85% 97.61% 94.00% 97.98% 96.36%
(94.38%) (94.53%) (86.04%)  (94.49%) (90.02%)

Figure 2: Three typical test images, (a) Lena, (b) Flower, and (c)
Statue.

4. CONCLUSION

‘We propose a novel peer group-based filtering method to reduce the
impulse noises for the color images. The key contributions of this

NPGF recall specificit recision  aceurac F-measure work are two-fold. First, we propose that the impulse noise detec-
(IFPGF) p y P y tion is performed in the CIELab, instead of the RGB, color space to
94.05% 99.85% 96.20% 99.56% 95.16% . .
Lena (93.48%) (99.14%) (79.28%) (98.86%) (85.80%) enhance noise detectability. Secondly, the proposed method em-
ploys two different-sized windows in determining the status for
Flower | 26-29% 99.78% 94.80% 99.61% 95.54%  each pixel, alleviating the problems in correcting non-corrupted
(81.57%) (99.47%) (87.26%) (98.58%) (84.32%) . . . . .
pixels in the neighborhood of edges in the textured regions. Ex-
Statue 95.06% 99.71% 93.09% 99.48% 94.06% perimental results demonstrate that the proposed NPGF method
(77.94%) (99.25%) (81.96%) (98.18%) (79.90%) achieves better detection ability in terms of all the accuracy mea-

Table 2: Comparisons of detection accuracy with corruption per-
centage 10%.

sures considered when compared to the IFPGF method.

5. ACKNOWLEDGEMENTS

Kuo-Liang Chung and Wei-Ning Yang are supported by the Na-
tional Science Council of R.O.C. under Contract NSC98-2923-E-

(ﬁi-f;g]r}) recall specificity  precision accuracy  F-measure 011-001-MY3 and NSC100-2218-E-011-006, respectively.
96.92% 99.67% 96.66% 99.40% 96.79%

Lena (96.71%) (98.04%) (79.71%)  (97.91%) (s7.30%) 6. REFERENCES

Flower 98.30% 99.58% 95.56% 99.45% 96.91%  [1] J. Astola, P. Haavisto, and Y. Neuvo, “Vector Median Filters,”
(90.38%) (98.84%) (87.73%) (97.99%) (89.04%) Proceedings of IEEE, vol. 78, no. 4, pp. 678—689, 1990.

Stat 97.55% 99.34% 93.20% 99.16% 95.33% o

atue (86.32%) (98.35%) (82.99%) (97.15%) (84.62%) [2] K. N. Plataniotis and A. N. Venetsanopoulos, Color Image
Processing and Applications, Springer-Verlag, Berlin, 2000.
126 GraphiCon’2011



[3] R. Lukac, B. Smolka, K. Martin, K. N. Plataniotis, and A. N.
Venetsanopoulos, “Vector filtering for color imaging,” IEEE
Signal Processing Magazine, Special Issue on Color Image
Processing, vol. 22, no. 1, pp. 74-86, 2005.

[4] S. Schulte, V. De Witte, M. Nachtegael, D. Van der Weken,
and E. E. Kerre, “Fuzzy random impulse noise reduction
method,” Fuzzy Sets and Systems, vol. 158, no. 3, pp. 270—
283, 2007.

[5] S. Schulte, V. De Witte, M. Nachtegael, D. Van der Weken,
and E. E. Kerre, “Histogram-based fuzzy colour filter for im-
age restoration,” Image and Vision Computing, vol. 25, no. 9,
pp. 1377-1390, 2007.

[6] S. Schulte, S. Morillas, V. Gregori, and E. E. Kerre, “A new
fuzzy color correlated impulsive noise reduction method,”
IEEE Transactions on Image Processing, vol. 16, no. 10, pp.
2565-2575, 2007.

[7] J. G. Camarena, V. Gregori, S. Morillas, and A. Sapena,
“Two-step fuzzy logic-based method for impulse noise detec-
tion in colour images,” Pattern Recognition Letters, vol. 31,
no. 13, pp. 1842-1849, 2010.

[8] L. Jin and D. Li, “An efficient color impulse detector and its
application to color images,” IEEE Signal Processing Letters,
vol. 14, no. 6, pp. 397-400, 2007.

[9] K. S. Srinivasan and D. Ebenezer, “A new fast and efficient
decision-based algorithm for removal of high-density impulse
noises,” IEEE Signal Processing Letters, vol. 14, no. 3, pp.
189-192, 2007.

[10] Y. Dong and S. Xu, “A new directional weighted median filter
for removal of random-valued impulse noise,” IEEE Signal
Processing Letters, vol. 14, no. 3, pp. 193-196, 2007.

[11] L. Jin and D. Li, “A switching vector median filter based on
the CIELAB color space for color image restoration,” Signal
Processing, vol. 87, no. 6, pp. 1345-1354, 2007.

[12] C. E. Moxey, S. T. Sangwine, and T. A. Ell, “Hypercomplex
correlation techniques for vector images,” IEEE Transactions
on Signal Process., vol. 51, no. 7, pp. 1941-1953, 2003.

[13] Y. Neuvo and W. Ku, “Analysis and digital realization of a
pseudorandom gaussian and impulsive noise source,” IEEE
Transactions on Communications, vol. 23, no. 9, pp. 849-858,
1975.

[14] J. Y. F. Ho, “Peer region determination based impulsive
noise detection,” Proceedings of International Conference on
Acoustics, Speech and Signal Processing ICASSP, vol. 03, no.
3, pp. 713-716, 2003.

[15] B. Smolka and A. Chydzinski, “Fast detection and impulsive
noise removal in color images,” Real-Time Imaging, vol. 11,
no. 5-6, pp. 389-402, 2005.

[16] S. Morillas, V. Gregori, and G. Peris-Fajarnes, “Isolating
impulsive noise pixels in color images by peer group tech-
niques,” Computer Vision and Image Understanding, vol. 110,
no. 1, pp. 102-116, 2008.

[17] J. G. Camarena, V. Gregori, S. Morillas, and A. Sapena, “Fast
detection and removal of impulsive noise using peer groups
and fuzzy metrics,” Journal of Visual Communication and Im-
age Representation, vol. 19, no. 1, pp. 20-29, 2008.

Russia, Moscow, September 26-30, 2011

S8: Image enhancement

[18] J. G. Camarena, V. Gregori, S. Morillas, and A. Sapena,
“Some improvements for image filtering using peer group
techniques,” Image and Vision Computing, vol. 28, no. 1, pp.
188-201, 2010.

[19] S. Morillas, V. Gregori, G. Peris-Fajarnes, and P. Latorre, “A
fast impulsive noise color image filter using fuzzy metrics.”
Real-Time Imaging, vol. 11, no. 5-6, pp. 417-428, 2005.

[20] R. W. G. Hunt, Measuring Colour, 2nd ed., Ellis Horwood,
Chichester, UK, 1995.

ABOUT THE AUTHOR

Yu-Ren Lai is a Ph.D. student at National Taiwan Univer-
sity of Science and Technology, Department of Computer Sci-
ence and Information Engineering. His contact email is
D9715011@mail.ntust.edu.tw.

Kuo-Liang Chung is a chair professor at National Taiwan Uni-
versity of Science and Technology, Department of Computer
Science and Information Engineering. His contact email is
k.l.chung@mail.ntust.edu.tw.

Wei-Ning Yang is an associate professor at National Taiwan Uni-
versity of Science and Technology, Department of Information
Management. His contact email is yang@cs.ntust.edu.tw.

Chyou-Hwa Chen is a professor at National Taiwan Uni-
versity of Science and Technology, Department of Computer
Science and Information Engineering. His contact email is
similar@mail.ntust.edu.tw.

Le—Chung Lin is a master student at National Taiwan Uni-
versity of Science and Technology, Department of Computer
Science and Information Engineering. His contact email is
M9915011@mail.ntust.edu.tw.

127



The 21st International Conference on Computer Graphics and Vision

Image enhancement quality metrics

Andrey Nasonov, Andrey Krylov*

Laboratory of Mathematics Methods of Image Processing
Department of Computational Mathematics and Cybernetics
Moscow State University, Moscow, Russia
{nasonov, kryl} @cs.msu.ru

Abstract

The paper presents a new adaptive full reference metrics for the
quality measurement of image enhancement algorithms. The idea
of the proposed metrics is to find areas related to typical artifacts of
image enhancement algorithms. Two types of artifacts are consid-
ered: blur and ringing effect. The concept of basic edges is used to
find areas of these artifacts which are invariant to image corruption
and image enhancement methods. The metrics are illustrated with
an application to image resampling and image deblurring.

Keywords: Image metrics, image enhancement, blur artifact, ring-
ing artifact.

1. INTRODUCTION

Restoration of high-frequency information of an image is a com-
mon problem in image processing. High-frequency information is
corrupted of either lost during various image corruption and degra-
dation procedures like downsampling or blurring. It is not possible
to completely reconstruct lost high-frequency information, there-
fore artifacts appears in restored images. Typical artifacts of image
enhancement algorithms caused by loss of the high frequency in-
formation are blur and ringing effect near sharp edges.

Development of image metrics is important for the objective analy-
sis of image resampling, deringing, deblurring, denoising and other
image enhancement algorithms.

Image metrics perform comparison of the ground truth image and
the restored image. Since the ground truth image is unavailable in
most cases, the simulation approach is used. In this approach, arti-
fact free images are corrupted to simulate the effect which is aimed
to be suppressed by the being evaluated image enhancement algo-
rithm. Then the corrupted images are restored using the given al-
gorithm and compared to the corresponding reference images using
image metrics.

There exist large variety of image metrics ranging from simple
but fast approaches like MSE, PSNR to more complicated metrics
based on modeling the human visual system [1]. Most of image
metrics can provide the estimation of perceptual image quality but
they cannot be used to develop effective image enhancement al-
gorithms because they do not focus on typical artifacts caused by
the corruption of high-frequency information. Two image enhance-
ment algorithms can give the same metrics values but the results
can be very different if the first algorithm processes edges well and
corrupts non-edge area while the second one corrupts only edges.
Such an example for image deblurring is shown in Fig.1.

There also exist no-reference quality estimation algorithms that
measure specific artifacts like blur and ringing for certain image
restoration algorithms like image compression [2, 3, 4] but they are
not applicable to the general case.

*The work was supported by federal target program “Research and De-
velopment in Priority Fields of S&T Complex of Russia in 2007-2013.
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Results of image deblurring

Blurred image

Figure 1: Deblurring of the noisy blurred image by the unsharp
mask with two different parameters. PSNR values are the same, but
the edges are sharper in the left result image while the non-edge
area is better in the right image.

In this paper, we develop metrics for image enhancement algo-
rithms. The proposed metrics are focused on finding the areas re-
lated to the considered typical image enhancement artifacts: edge
blur and ringing effect. According to the parameters of image cor-
ruption and image enhancement method, it is possible to find the
areas related to these artifacts and calculate image quality metrics
in these areas separately. This information can be useful to help find
the most problem areas of the given image enhancement algorithm.

An algorithm to find the area related to ringing effect is proposed
in [5], but this algorithm has limitations and cannot be applied for
most of image enhancement algorithms. Our proposed method is
based on the concept of basic edges — sharp edges which are dis-
tant from other edges thus surviving after image corruption. The
perceptual metrics for these areas are suggested.

The proposed metrics estimate the quality of different image en-
hancement methods by analyzing the image quality in the areas of
blur and ringing effect. We use the simulation approach so image
degradation type and its parameters are considered to be known.

In section 2, we analyze blur and ringing effect for image enhance-
ment of low-resolution images, blurred images and images with
ringing effect. In section 3, we find the edges suitable for image
quality estimation. In section 4, we introduce our metrics to esti-
mate the quality of image enhancement methods. Applications of
the proposed metrics to image resampling and image deblurring are
shown in section 5.

2. ARTIFACT ANALYSIS

Since both blur and ringing effect are the results of loss of high
frequency information, these effects should be considered together.
If all frequencies above ﬁ Hz are truncated in Fourier transform,
ringing oscillations appear and edges are blurred. The length of sin-
gle ringing oscillation and edge width are equal to p pixels. The ex-
ample of high frequency truncation is shown in Fig. 2. Although the
number of ringing oscillations is unlimited for the high frequency
cut off, usually no more than 1-2 oscillations are noticeable.
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Original image

After high frequencies cut off

Edge profiles:
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2D Fourier transform modulus:

Figure 2: Appearing of blur and ringing effect after high frequency
information cut off for p = 4.

In practice, the high frequency information is usually corrupted but
not completely absent, and the cut off frequency cannot be obtained
directly from Fourier transform. In this case additional investiga-
tions are required to estimate blur and ringing effect parameter. This
parameter can be predicted from image degradation type a priori.

Low-resolution images are constructed using downsampling proce-
dure which includes low-pass antialiasing filtering followed by the
decimation procedure. During the decimation with scale factor s,
the frequencies greater than % are discarded. The cut off is not
ideal because of two-dimensionality of the image. For any linear
image resampling method producing blur and ringing effect, its pa-
rameter p depends only on scale factor s and p = s. For non-linear
image resampling methods we use p = s too.

In image deringing the parameter p is already known from the def-
inition of the problem.

Blurred images are the results of low-pass filtering followed by
adding noise. We consider Gaussian blur with known radius o and
a noise with Gaussian distribution and standard deviation equals to
d. There is no frequency cut off, and parameter p depends on im-
age deblurring method. For unsharp mask, we use p = ko, where
25 <k <3

In the appendix, these results are confirmed experimentally.

3. BASIC EDGES

Blur and ringing effect appears near sharp edges. But any sharp
edge cannot be used for image quality analysis. Some edges can
disappear or can be displaced after image corruption. If these edges
are used for blur and ringing analysis, the results will be incorrect.

There are two effects observed in images with corrupted high fre-
quency information:
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1. Masking effect. If an edge with low gradient value is located
near an edge with high gradient value, it will disappear after image
blurring.

2. Edge displacement. If two edges with the same or close gradi-
ent values are located near each other, they will be displaced after
image blurring.

To find the edges which do not suffer from masking effect and edge
displacement during image corruption, we put the following condi-
tions:

1. An edge point is not masked by nearby edges
io.jo > H}%X¢((i—i0)2+(j—1'0)2), (1)

where g; ; is the image gradient modulus in pixel (i, 7), ¢(d) =
2

exp (— 2‘17

2. The distance from the edge point to the nearest edge is greater

than a threshold R. This operation is performed using mathematical
morphology [6]. We use R = 3p.

3. The gradient modulus g;,; is greater than a threshold go. The
condition is used to reduce the influence of noise to blur and ringing
effect.

We call the edges passed all these conditions as basic edges and the
edges passed only the first condition as non-masked edges.

4. IMAGE QUALITY METRICS

After detection of basic edges, we perform image segmentation.
According to the analysis of the profile of the step edge after high-
frequency cut-off with parameter p (see Fig. 2), we divide the image
into three sets:

1. The set M containing all pixels for which the nearest non-
masked edge is a basic edge and the distance to this edge is less
or equal than p/2. Blur effect is the most likely to appear in this
set.

2. The set M> containing all pixels for which the nearest non-
masked edge is a basic edge and the distance to this edge is less
or equal than 2p and greater than p/2. Ringing effect is the most
likely to appear in this set.

3. The set M3 of all pixels with the distance to the nearest non-
masked edge greater than 2p. This set contains no non-masked
edges and corresponds to flat and textures areas in the image.

The example of finding these sets is shown in Fig. 3.

To measure image quality, we calculate metrics values in the sets
My, M3 and M3. Any metrics can be used here. We use SSTM [7]
due to its simplicity and good correlation with the perceptual image
quality:

(2ppupio + €1)(20u0 + c2)

IM(M =
SSIM(M,w,0) = (o e (02 + o2+ 62)

where ji,, ji, are the averages of v and v respectively, o2, 02 —
variances, o, - the covariance of v and v, L is the dynamic range
of the pixel-values (tygically this is 255), k1 = 0.01 and k2 = 0.03.
The values tiy, fhv, 0y, 012,, oy are calculated only in the set M.

Now we are ready to introduce the image quality value vector for
image u with ground truth image v and given blur-ringing parame-
ter p:

QV (u,v,p) = (Q1,Q2,Q3,Q4) =
= (SSIM(Mi,u,v), SSIM(Ms,u,v),
SSIM(Ms,u,v), SSIM(u,v)). (2)
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White edges are the edges
passed the condition (1),
blue edges — not passed.

Original image

Yellow area — set M,
green — Mo, blue — M3.

White edges are basic
edges, red — non-masked
non-basic edges

Figure 3: The result of basic edges detection for p = 4.

QV value is a vector containing SSIM values calculated in the
sets M1, Mo, M3 and in the entire image. Higher values mean
better image quality. The sets M1, Mo, M3 are constructed for the
image v with given parameter p.

5. APPLICATIONS

The proposed metrics are demonstrated by its application to con-
struct combined algorithms for image resampling and image de-
blurring.

We consider the case when there are two image enhancement algo-
rithms which give relatively the same values of some general pur-
pose metric but produce different artifacts: the first algorithm has
strong blur artifact while the second one has strong ringing artifact.
This difference is detected by the proposed metrics.

The combined algorithm is constructed as a linear combination of
two image enhancement algorithms w, v

wi ;= a(dij)ui; + (1= al(di;))vig,
where a(d) is the weight coefficient depending on the distance to
the closest non-masked edge d; ; in the blurred image.

Consider u and v such that QVi(u) < QVi(v) and QVa(u) >
QV2(v). In this case we use

d<%
a(d): d_p7 ng<p’
d>p

The result for combination of bicubic interpolation and sinc inter-
polation for the problem of image resampling is shown in Fig. 4.
To the problem of image deblurring, the result for combination of
unsharp mask and regularized total variation (TV) deconvolution in
low-frequency domain is shown in Fig. 5. In both cases the com-
bined method shows better S.STM calculated in the whole image
than two given methods. Also Q1, Q2 and Q3 values of the com-
bined methods are better than the corresponding best values of the
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given methods. This make possible to say that the results of combi-
nation based on the results of the proposed metrics are better than
the results of the methods used for combination.

Low-resolution image

Bicubic interpolation
QV = (0.9255,0.9987,
0.9996, 0.9831)

—
R 4

Combined method
QV = (0.9424,0.9986,
0.9996, 0.9862)

Sinc (ideal) interpolation
QV = (0.9423,0.9978,
0.9989, 0.9837)

Figure 4: Application of the proposed metrics to improve the re-
sults of image resampling methods.

6. CONCLUSION

New full-reference metrics for quality measurement of image en-
hancement algorithms were developing. These metrics were appro-
bated on image resampling and image deblurring. It looks promis-
ing for combining two different image enhancement algorithms to
obtain better result.
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8. APPENDIX

We have performed frequency analysis of different image enhance-
ment algorithms to confirm the preposition from Section 2 that pa-
rameter p can be estimated from image degradation method. For
every image we calculate the cumulative spectrum function A(w)
(CSF):

27
A(w) :/|f(wcos€,wsin9)|2d€7
0

where f (w1, w2) is linearly interpolated discrete Fourier transform
of the image f.

The analysis consists in calculating the difference between CSFs
A(w) for reference images from the set of standard images (ba-
boon, cameraman, house, goldhill, lena, peppers) and CSFs of en-
hanced images.

Frequency power functions for the different methods of image re-
sampling, deringing and deblurring are shown in Fig. 6. It can be
seen that the change of the curve shape happens in the expected

point w = % =1

Image resampling (s = 2):

— ideal (zero filling); — regularization based
— Lanczos3; interpolation with low
— bicubic; regularization parameter [8].

Image deringing (p = 2):
— Gaussian blur, o = 1;  — TV projection.
Image deblurring (o = 0.7):
— TV regularization in — unsharp mask, o = 6.
low-frequency domain;

Figure 6: Cumulative spectrum functions differences for different
image corruption and enhancement methods.
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Abstract

Rank algorithms for &y and KNV neighborhood average calculat-
ing are used seldom due to their computational complexity. In this
paper fast versions of these algorithms have been proposed. They
are based on multiscale histograms. Also the impulse noise sup-
pression method is proposed.

Keywords: Rank algorithms, median, ey neighborhood, KNV
neighborhood, multiscale histograms.

1. INTRODUCTION

The main problem of rank algorithms [5] is their computational
complexity, thus only median filtering and maximum/minimum
elements search are widely spread in practical applications. Rank
algorithms do not blur the edges of objects and fit good for the
impulse noise suppression. The approach based on use, maintain-
ing and updating of histograms [2] lets to decrease median filter-
ing complexity from O( log r) to O(r), where r is a neighbor-
hood radius. One of the latest works in this area describes the
algorithm [3] which lets to decrease histogram updating complex-
ity to O(1) during an image processing. However, the approach
[3] has maximum performance only for square neighborhood area
and does not provide any optimization of median calculation
process.

This work considers algorithms for fast calculation of &y and
KNV neighborhood average and fast search of arbitrary element
in a rank series. For histogram construction and updating both [2]
or [3] approaches may be used.

2. MULTISCALE HISTOGRAMS

The highest and the roughest level L, of multiscale histogram (see
Figure 1) contains the total number of points in current pixel’s
local neighborhood and the sum of their brightness (the interval
from 0 to ., the maximum intensity of the image). The next
lower level (L) of histogram contains the same information for 2
sections in the intensity range (0 to I,,,/2 and from the I;;,,/2+1 to
Lnax), at the level of L, - for 4 sections. In other words every ele-
ment of higher level includes two corresponding elements of low-
er level.

The lowest level is the usual histogram where each element corre-
sponds to one intensity value. This level of histogram contains the
number of pixels in the neighborhood with corresponding bright-
ness values. The number of this level coincides with the number
of bits that represents the image intensity (Lyqx)-

Let us consider the histogram element v, on the Lz level and its
neighborhood (element hy5[3], see Figure 1). The absolute differ-
ence between the remote from vy tail of hy3[3] element and v, posi-
tion on L« level will be called the distance from the neighbor-
hood to the adjacent left or right element. For example distance
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from hy3[3] to hy;5[2] equals 13-8 = 5, from hy3[3] to h;3[4] equals
19-13 = 6. Left or right element, which distance from the
neighborhood is minimal will be called the closest element.

During the histogram construction process for the current pixel,
counter in the appropriate cell on each level of the multiscale
histogram is incremented or decremented. Thus, for grayscale
images with 256 shades of gray 8 histogram levels should be up-
dated simultaneously, i.e. the complexity of the histogram con-
struction process increases 8 times. However, various mean val-
ues might be computed with logarithmic complexity (8) instead of
linear (256) in the number of 256 intensity gradations. Accelera-
tion is especially notable in the calculation of complex expres-
sions [5], for example average (ey(med(KNV(vy))).

01234353678 910111215141516171810202122232425262728203031

Figure 1: Multiscale histogram.

3. & NEIGHBORHOOD

Let us introduce some useful definitions: the rank series {v(r)} is
a one-dimensional sequence of N pixels of the neighborhood
whose elements are sorted in ascending order with respect to their
values: {v(r): v(r) < v(r+1), r=0,1,.N-1}. Pixel v, rank R is the
number of the element in the rank series.

Definition 1. &y neighborhood is a subset of pixels {v(r)} whose
values deviate from the value of the central pixel v, at most by
predetermined quantities -¢ and +¢:

gy, (vy)={v(r)ivg—e<v(r)<v,+¢&},r=0.N —-1.
ey neighborhood average calculation is a simplified analogue of
bilateral filter [4]. Bilateral filtering has high computational com-
plexity and fast algorithms give only approximate results. The

following method is proposed for mean value calculation in ey
neighborhood:

Algorithm 1. &y neighborhood average.
Input: € — value of epsilon parameter;

vp — intensity of the current pixel;

Vi =Vy — &

Vg =yt g

L; = L, — level number;

n =0 — number of elements in summation;

s =0 — sum of histogram elements;
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h — histogram vector;
Output: average(vy, vg,; s, n; L;);

1:if vy is even then

2: s=8+hy [vg] - v

3: n:=n+hy[vgl;

4: v =vg-1;

5:if v; is odd then

6: s:=s+hy[vi] v

7: n:=n+h;[v];

8: vy =v,+1;

9:if (v, < vg) then

10: average(vi/2; vg/2; s; Liq)
11: else

12: average value is calculated: average := s/n;

First, equidistant segment borders (v and vR) are calculated for
the center point on the most detailed level of the histogram. Then,
while v, < vy, algorithm recursively shifts to a higher level. After
shift the borders are rounded to the next power of two. For the
current level summation involves only the segments that fall un-
der the rounding on each side of the current section.

Thus, number of operations for mean calculation in the local
neighborhood of current pixel (for arbitrary central element v, and
¢ value) will not exceed 2*7 additions and comparisons, and one
division for an image in 256 shades of gray. L.e. the proposed
algorithm has the logarithmic complexity of O(L,,.) rather than
linear complexity of O(2"™). Independence on the choice of v,
means that the entire class of algorithms for &y neighborhood
average calculating [5] is implemented and the central element
may be the current pixel, or the mean value or the median value,
etc.

4. KNV - NEIGHBORHOOD

Definition 2. KNV-neighborhood is a subset of a specified number
K of pixels {v,,} whose values are nearest to the value of the
central pixel vy:

KNV (v,) = {v(r) "> v = v() = min }

Considered above algorithm for ey neighborhood average has a
disadvantage, connected with the problem of right & choice (it is
also a problem for bilateral filtering). The value of & should de-
pend on image content and must be calculated or set considering a
priori image information. Moreover, a single € value choice for
the entire image can be impossible. Therefore algorithms with a
priori clear parameter values are of great interest. Particularly —
the algorithm for KNV neighborhood average is among them.

From the definition it is clear that, for example, angles of objects
> 90° will not be rounded off in the case of two-color image with
parameter K = %4 N; with parameter K = 4 N angles less sharp
than 45° will not be rounded either. Such a priori clear depend-
ence of the results of algorithm work on its parameter makes it
applicable for use, even considering its higher complexity.

Algorithm 2. KNV neighborhood average.
Input: k£ — value of K parameter;

vo — the intensity of the current pixel;
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vz, vg— left and right borders of summing range;
L;— the number of the level, where A;.,[vy] > K;

n = 3 — the number of elements, which is necessary to add on a
considering histogram level;

s = 0 — sum of histogram elements;

h — histogram vector;

Output: average KNV(vy,vy,vg.k,s,n,L)

1if vy— (v - 22" 5 > (vp + 1) - 25" L 1) -y, then
2: if h;[vg] <k then

3 s =8+ hy[vg] - vg;
4 k=k-h[vg];

5 vg=vgt1;

6. n=n-1;

7 elseif n#2

8 s=s-hv] v
9 k=k+h[v];

10: vy =yt 1

11: n=0;

12: else

13: if A;[v.]<k then

14: s=s+hvi] vi;
15: k=k-h[v];

16: vy =v - 1;

17: n=n-1;

18: elseif n#2

19: s =s-h[vg] - va;
20: k=k+ hy[vg];
21: vg =vgp—1;

22: n=0;

23:ifn#0

24: average KNV (vy,vy,vp.k,s,n,L);
25: else

26: average KNV (vo,v - 2,vg- 2,k,s,3,L+1);

First the roughest level, containing the number of elements not
greater than K, is searched starting with the most detailed level
(Linay)- Initial sum is the element of this level, which contains the
central pixel of the neighborhood (vy). It is proposed to add not
more than 3 closest to v, elements at each level. If adding one of
these elements results that an intermediate sum will contain more
than K counts, n=3 or n=1, the opposite border element is sub-
tracted from the sum and step to the lower level is performed.
This step allows keeping the symmetry of the neighborhood. At
the most detailed level (L) a single, closest to the center, cle-
ment is added first. After this step, the neighborhood becomes
completely symmetrical. In order to keep exactly K elements in
the resulted sum it is necessary to add no more than 2 border ele-
ments from each side.

Lemma 1. Proposed algorithm allows constructing symmetrical
neighborhood.
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Proof. Let L represent the level, at which the first element hy o[i]
was added, it contains v, — the central pixel of the neighborhood.
The L, also contains odd number (1) of elements.

Let us propose that, the neighborhood contains odd number M of
elements on the level L, the central element of the neighborhood
contains v, Then, at the level of Ly+1 the neighborhood contains
2M corresponding elements (because of a histogram construction,
see Figure 1.). Three nearest (see Chapter 2) elements, which are
not yet included into the neighborhood, will be added by turn. Let
us consider 2 cases.

1) Let addition the first item failed. Then the opposite extreme
element is excluded from the neighborhood. In that case the dis-
tance between left and right borders of the neighborhood will
differ by no more than the size of one element (see Chapter 2) of
the level of Ly+1 of histogram.

2) Let addition the first item succeeded. The neighborhood will be
more symmetrical after adding the first element on current level,
because the element was added from the border where the dis-
tance from that border to v, is minimal.

The addition of the second element.

1) Let the addition of the second element failed. Then the level
handling is over.

2) Let addition the second element succeeded. Then the procedure
of addition of the third element is similar to the procedure of addi-
tion of the first element.

Thus, on the level of Ly+1 the neighborhood contains the odd
number of elements, and the central element of the neighborhood
contains vy. Then the distance between left and right borders of
the neighborhood differs by no more than the size of one element
of the level of Ly+1 of histogram.

Finally, because of the principle of mathematical induction, all
the levels from Ly to L,,,, contain the odd number of elements, the
central element of each level contains v, and the dissymmetry of
the neighborhood is lesser than the size of the element on each
level. Addition of the nearest element on the level of L., guaran-
tees that the neighborhood will be symmetrical.

Lemma 2. The algorithm guarantees that the neighborhood will
contain less than K elements for any L > L. Addition of one ele-
ment on the right and on the left sides guarantees that the neigh-
borhood will contain not less than K elements.

Proof. Let L represent the level, at which the first element hy o[i]
was added, it contains v, — the central pixel of the neighborhood.
The L, also contains odd number (1) of elements. Then the
neighborhood will contain > K counts with nearest left and right
elements.

Let us assume that the histogram contains the odd number of ele-
ments on the level of Lo, the central element of the neighborhood
contains v, Then, at the level of Ly+1 the neighborhood contains
2M corresponding elements (because of a histogram construction
Img.1.). Three nearest elements (see Chapter 2), which are not yet
included into the neighborhood, will be added by turn. Let us
consider 2 cases.

1) Let addition the first item failed. Then the opposite extreme
element is excluded from the neighborhood. In that case the num-
ber of counts in the neighborhood will be < K. But the neighbor-
hood will contain > K counts with nearest left and right elements.

2) Let addition the first item succeeded. Then the neighborhood
contains < K counts.
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The addition of the second element.

1) Let the addition of the second element failed. Then the level
handling is over. In that case the neighborhood will contain > K
counts with nearest left and right elements.

2) Let addition the second element succeeded. Then the procedure
of addition of the third element is similar to the procedure of addi-
tion of the first element.

Thus, the neighborhood contains > K counts with nearest left and
right elements on each level from Ly to L,,,,. If one more element
from each border of the neighborhood is considered together with
previous 3 elements on the level of L, (in all 5 elements on the
level) then neighborhood will be guaranteed to contain > K
counts.

Algorithm 2 may go beyond the borders of the histogram vector
while adding or subtracting elements on each level of the histo-
gram. To avoid the growth of difficulty because of permanent
index checks, it is proposed to supplement the histogram with
zeros on its full size on the right and on the left on each level.

5. SEARCH FOR AN ARBITRARY ELEMENT IN
RANK SERIES

The following algorithm is proposed:
Algorithm 3. Search for element with a rank R in a series.
Input: R — element rank in a series;

L = L;—number of the level, where recursion starts;
h — histogram vector;

vg = 0 — first element of L; level;

Output: rank(R,vy,L)

(For levels L; to L,,-1)

1:vg:=vy- 2;

2:if hy[vg] = R then

3: rank(R,vy,L+1);

4: else

S: R =R - hy[vy];

6: rank(R,vyt+1,L+1);

(For level L,,4,)
1:vy:=vy - 2;

2:if vyl = R then

3: vy — required element;
4: else
5: vot+1 —required element;

Starting from the level L, a histogram element with the number of
counts less than R is sought. If the first histogram element con-
tains > R elements, the search is continued in the lower-level ele-
ment that the current element consists of. If the considering histo-
gram element contains less than R elements, their quantity is sub-
tracted from R, and the search is continued in the lower-level
element that the next element on current level consists of.

Search of the item with the given rank is performed only using the
first element of the lower level, which was obtained in the previ-
ous step. Just one check is needed at the level L,,,. Thus, the
search of the element with a given rank for a grayscale image in
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256 shades of gray requires not more than 7 subtractions and
comparisons.

6. IMPULSE NOISE SUPPRESSION

The following algorithm is proposed. A rank series is created for
local neighborhood of central pixel (vy). If v is contained in K
leftmost or rightmost elements in rank series, it is replaced by the
mean value. This mean value is calculated over all elements of the
rank series except of K leftmost, or rightmost elements, or over
N-2K points. Other pixels remain unchanged. Detailed description
of the algorithm is not given due to paper size limitations.

7. RESULTS

N is the number of elements in the neighborhood, r is the neigh-
borhood radius, R is the rank for Algorithm 3.

Figure.2 shows source image with added impulse noise and the
result of its filtering using the algorithm from section 6.

Figure. 3. Image filtered with median (left), with KNV (right)

Figure. 3 demonstrates the smoothing properties of the KNV
neighborhood average on denoised image. The smoothed image
on the left was calculated with the Algorithm 3 with R = N/2. The
right image was calculated with the Algorithm 2, K = 1/4N. Leaf
corners became rounder than on the source image after filtering
with median. But KNV-based filtering left these corners as sharp
as they were on denoised image.

L, L, L, L, L,

=12 r=37 |r=62 | r=37 | r=62
gy 0.031 | 0.032 | 0.032 | 0.110 | 0.110
KNV 0.093 | 0.125 | 0.125 | 0.244 | 0.282
rank(N/2) 0.030 | 0.032 | 0.032 | 0.110 | 0.100
ctmf [3] 0.141 0.172 | 0.203 | 0.625 | 0.656

Figure. 4. Time comparison for images I, (size = 375x486) and
I, (size = 1000x1000).
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Figure. 4 demonstrates time statistics of proposed algorithms
compared with [3] (times for rank algorithms do not include
histogram updating steps).

8. CONCLUSION

This paper proposes methods for fast calculation of &y and KNV
neighborhood average and fast search of an arbitrary element in a
rank series (including minimum, maximum and median) with the
use of multiscale histograms. Described algorithms do not suggest
any method for histogram construction and maintaining. For this
task the classic approach [2] is used. The fast algorithm from [3]
is for future work. The algorithms have been implemented in C++
language with wide use of metaprogramming techniques [1] for
cycles and recursions unrolling.
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Abstract

In this paper a new automated hybrid method for short-term flare
forecasting is introduced and suggested for future use.

At the initial stage we created a flare base, and an image base for
1996-2009 years interval.

Further, we derived simple and efficient parametric precedent
model, which turned our prediction problem into two-class classifi-
cation problem, and developed machine learning-based procedures
for features extraction from both magnetograms and continuum im-
ages.

We develop an experimental protocol to estimate the accuracy of
obtained decision rules and report 63% to 82% on balanced data
(maximum worst-case), 73% to 90% on real data depending on the
choice of precedent model configuration.

Keywords: solar flare forecast, precedent model, spherical cor-
rection, sunspots clustering, magnetogram segmentation, active re-
gions localization.

1. INTRODUCTION

A solar flare is a sudden brightening observed over the Sun surface
or the solar limb, which is interpreted as a large energy release.
Sunspots are temporary phenomena on the photosphere of the Sun
that appear in visible spectrum as dark spots compared to surround-
ing regions. An active region (AR) on the Sun is an area with an
especially strong magnetic field. Sunspots usually form in active
regions.

X-rays emitted by solar flares can affect Earth’s ionosphere and dis-
rupt long-range radio communications and disturb operation of nav-
igation systems. The most violent eruptions may affect satellite or
cause problems with power grid.

Solar flares research has shown that X-ray flares are closely related
to sunspots and active regions [1]. So, a number of flare forecasting
methods based on this relationship has been proposed. McIntosh [2]
revised sunspot classification and specially dedicated system called
Theophrastus was developed in 1987. The method depends on hu-
man expert.

In 2009 Qahwaji and Colak presented an automated hy-
brid computer platform for the short-term prediction of sig-
nificant solar flares using Solar and Heliospheric Observatory
(SOHO)/Michelson Doppler Imager (MDI) images[3]. Proposed
method incorporates sunspot grouping (both MDI continuum and
magnetogram images are used), McIntosh-based classification, and,
afterwards, flare prediction using neural networks.

Yu et al. [4] analyzed the influence of sequences of magnetic-based
parameters on the flare level and proposed bayesian solar flare pre-
diction models.

Very recently Falconer et al. introduced their tool for empirical
forecasting of major flares from a proxy of active region free mag-
netic energy [5]. Their method is mainly focused on measuring the
proxy of the active regions free magnetic energy, and the empirical
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relationship is then used to convert the free magnetic energy proxy
into an expected event rate.

In our research we included features of both types (magnetic and
continuum), derived adequate precedent model in order to use Sup-
port Vector Machine (SVM) classification algorithm. As a result,
fully-automated testing system was built and good short-term pre-
diction results achieved.

The rest of the paper is organized as follows. The solar data used
in this paper are described in Section 2.. A precedent model is pro-
posed in Section 3.. Features extraction is discussed in Section 4..
The implementation of the system and testing results are reported
in Section 5..

2. DATA

In this study we used data from the publicly available NOAA so-
lar flare catalogue' and images in FITS format from SOHO/MDI in
the resolution 1024px x 1024px (can be downloaded via web inter-
face?). SOHO/MDI provides both continuum (white-light”, 2—5
per day) and magnetogram observations (in the vicinity of the Ni I
6767.8 A photospheric absorption line, 6-14 per day) of the Sun.

We created a flare base, consisting of 24658 events, and an image
base, including 40573 magnetograms and 14927 continuum images
from 1996-2009 years interval. All flares are divided into flare se-
ries (using the NOAA active region number): 1397 series, maxi-
mum flares in series is equal to 154, minimum — 1, in average —
8. We use notation (is, jy), where iy — series number, j; — flare
number in the series.

3. PRECEDENT MODEL

Solar flares are classified as A, B, C, M or X according to the peak
flux as measured on the GOES spacecraft. Hereinafter we use the
following notation: strong flares are flares not not weaker than My,
weak flares, respectively, are weaker than M. The exact values of
parameters we used are given in the end of the section. It is assumed
that precedent model is built on the training stage of the method, so,
we know when and where a flare occurred.

Stage 0. For simplicity, let’s fix flare /', which will correspond to
a precedent. It uniquely localizes an active region on every image
within flare’s prehistory. We consider only images within flare’s

T,n days prehistory. Hereinafter the words “preceding”, “closely
located”, ”nearest” should be treated in the context of time.

Stage 1: base precedent. We choose a magnetogram image and
the nearest preceding magnetogram image located not closer than
Ay days. Denote the first image as “head magnetogram”. For the
head image we determine the most closely located continuum im-
age (“head continuum”), for which we also find the nearest preced-
ing image located not closer than Ay days. Two pairs of images
and active region on them we denote as base precedent.

Stage 2: positive and negative precedents. Positive precedent

Uhttp://www.ngdc.noaa.gov/stp/solar/solarflares.html
Zhttp://sohowww.nascom.nasa.gov/data/archive/
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(class 1) is a base precedent, which meets following requirements:
1. Time from a head magnetogram to the flare does not exceed 7.
2. Flare strength is not less than M.

3. The nearest flare, which meets 1. and 2., corresponds to the head
magnetogram.

Negative precedent (class 0) is a base precedent, which is not a
positive one.

T, My, Ay, Tpp are structural parameters of the prece-
dent model. In our research we suppose M; € Mgy =
{C5.0,M1.0,M5.0,X1.0}, Ty € Tser = {1.0,1.5,2.0} days,
Ay = 0.25 days, T, = 4.0 days, so, we investigate different
configurations.

4. FEATURES

A general scheme for features extracting is the following:

1. We fix a head magnetogram and build a precedent according the
model.

2. Sunspot groups are localized on the nearest to the flare cont-
image.

3. If there is a no correspondence between the flare and one of the
sunspot groups, we start building another precedent. Otherwise we
have the sunspot group and all its characteristics (including bound-
ing box parameters).

4. Steps 2-3 are performed for the second cont-image. After that
we are able to extract cont-features from the pair of cont-images
(Section 4.1).

5. We apply tracking procedure to the found sunspot group (to be
precise, to the center of its bounding box) to locate active regions
on both magnetograms and extract from them magn-features (Sec-
tion 4.2).

The described above scheme is applied for the whole image base for
every configuration (My, Ty) € {Mset X Tset}. As a result we
have |Met| - |Tsee| datasets. We use a notation Xy, 1, € R™*"
for features table, Yar,, v, € {0, 1}""*" for class labels, where
m — number of features, n — number of precedents.

4.1 Continuum-based features

4.1.1 Continuum images preprocessing

If we have plane projection of a semisphere, we can not avoid dis-
tortions: the same areas on a semisphere in general case are not
the same after projection. A point on a semisphere is denoted as
P'(2', y, 2'), it corresponds to a point P, (z’, y') on the visible
image. Supposed that spherical correction maps a point Py, to a
pixel P(z, y) on spherically corrected image.

Assuming that proposed mapping keeps ratio 1

B_V@+y?
F=tp (1)
2

. ! ! .
),p=rsinB, ' = pcosa, y = psina,

a= arctan(y
x

p is the length of vector O’ P’ projection on plain O’ XY,

8= ﬁ’, O'Z is “eye-pointed” axis.
we get coordinates of P’
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To get approximation of the intensity in P’(z’, y'), we use bilinear
interpolation.

Further a term “image” is used for images with applied spherical
correction procedure.

Before the preprocessing we create an average background cont-
image (pixel-by-pixel median through 500 cont-images); it is also
called ”quiet Sun image”.

We also perform Gaussian blurring with ¢ = 0.7 and
window size = 7 and cut-off beyond .t = 65° (heliocentric
degrees) to get rid of limb darkening and overblurring effects.

4.1.2 Adaptive binarization

We worked out simple adaptive binarization procedure to local-
ize sunspot groups in the Sun (see figure 1c): we set knowingly
high threshold 7, = 0.98 and start decreasing it with the step
7 = 0.002. At every step binarizarion is performed, thus, we
know the number of connected components and their sizes. If con-
nected components number doesn’t exceed Npazcomp = 100,
and among them there are no components with area is more than
0.12 * (R # sin aeut)?), then we have found appropriate binariza-
tion threshold T5;,. Exceeding maximum loop iterations number
Nmaz_iter = 80 is an alternative loop exit condition.

4.1.3 Umbra and penumbra segmentation

When viewed through a telescope, sunspots have a dark central re-
gion known as the umbra, surrounded by a somewhat lighter region
called the penumbra. Umbra and penumbra characteristics can be
used for solar flare prediction [2].

Area of the sunspot is denoted as Sr. Quiet Sun intensity value
I, is a non-zero intensity, corresponding to the peak on the his-
togram of a preprocessed image (we used a partition of [0, 1]
in Npistvins = 1000 equal intervals). Our approach to umbra
and penumbra segmentation is based on the method proposed by
Zharkov et al. [6], which incorporates umbra (73,) and penumbra
(T}) thresholds:

1. if Sp < 5 pixels then assign the thresholds: 7}, = 0.91 x I;
T, =0.6x1,

2. if Sp > b pixels then assign the thresholds: T, = 0.93 * I ;
T. = max(0.55 * I;,EP — AP), where EP is the mean inten-
sity value, AP is the standard deviation for pixel intensities in the
region F'.

Our modification uses only 7}, threshold. Thus, sunspot pixels,
which are not in umbra, are supposed to be in penumbra; due rather
flexible adaptive binarization, T3, could be considered as 7}, ana-
logue (see figure 1 e).

4.1.4 Sunspots clustering

After localizing sunspots we need to combine them into several
sunspot groups. For this purpose we use agglomerative hierarchical
clustering procedure with euclidian metrics and Ward linkage (see
figure 1f).
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4.1.5 Extracted features

Described above stages of cont-images processing make calculat-
ing cont-features for a pair of images possible. Cont-features are
calculated using head continuum image, their speed of change —
using the both images. A sunspot group is unambiguous defined by
the solar flare, corresponding to a precedent.

Extracted cont-features:

1. umbra square of the sunspot group,

2. penumbra square of the sunspot group,
3. speed of change for 1-2 (px/sec).

el

Figure 1: Vicinity of the sunspot group, localized on cont-image
4240.0003, at different stages of features extraction: (a) — initial,
(b) — after spherical correction, (c) — the result of adaptive bi-
narization, (d) — segmented umbra and penumbra (using Zharkov
et. al method), (¢) — segmented umbra and penumbra using our
method, (f) — after clustering all neighboring sunspots form a
sunspot group.

4.2 Magnetic-based features

A magnetogram image is a representation of the variations in
strength of a magnetic field. Black regions correspond to strong
positive magnetic field, white regions — to strong negative mag-
netic field, neutral Sun regions are marked with grey color. We
extract magn-features in three stages: performing segmentation of
a magnetogram, finding active regions, counting features.

4.2.1 Segmentation

The first step is to find the areas of strong positive magnetic fields,
strong negative magnetic fields and neutral areas. Proposed method
is based on variational approximation [7] with the use of global con-
straints [8], which give us a possibility to include some physically-
driven conditions in our model (i.e. the equality of positive and
negative fluxes within AR).

Let ¢ be the pixel of an image with the value of the magnetic field
I;, N — number of pixels, Z; — class label for pixel ¢, £ — neigh-
borhood system.

In these terms the discrete optimization task could be formulated as

N
p(12) o< [Tei(z) [T 6(Zi.2)) »max @
i=1 JEE(3)

Where ¢(Z;,Z;) = eCrairlZi#Zj] __ pairwise term, 0i(Z;) —
unary term: ;(1) = efclm’ 0i(2) = e*Cl\/m’
pi(3) = e~ Callil
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This task is solved with factorized approximation
N
p(Z|T) ~ q(Z) = [ a:(%) ©)
i=1
Minimizing KL-divergence between ¢(Z) and p(Z|I) the follow-

ing equation could be obtained:

_ _ exp(Eiz; logp(Z)
J exp(Eix; logp(Z)dZ;

Using the exact form of p(Z) we obtained iterative process

a; (Z;)

new 1 O
VA o exp 10g(i(Z:)) = Cpair Y 0" (Z;)
teE(i) j#i

4.2.2 Active region search

For localizing an active region on the Sun we use the method in-
troduced in [9], which is based on the branch and bounds approach
to maximizing the functional defined on a rectangle. The initial
bounding rectangle on a magn-image is obtained through tracking
and the following enlarging it in 2.5 times.

Let R be the rectangle, A; = ¢;(1) 4+ ¢:(2) and B; = ¢;(3). The
active region could be found by maximizing the following func-

tional:
F(R)=a) A;—Y Bi+p\/Area(R) > B
i€border of R

i€ER i€ER

The global optimum could be found using the function £'(R) which
is the top border of F'(R) and equal F(R)if R = {R}. The opti-
mization procedure is then performed as follows: at the first step
R consists of all the possible rectangles R, the sets R are placed
in the priority queue in a decreasing order of 2 (R), in every step
the first element of the queue is divided into two and returned back
to the queue. If the first element of the queue consists of just one
rectangle, that is the answer.

In our case the function F(R) could be chosen as follows:

F(R):a Z A; — Z Bri—ﬁ\/m

1€Rsmall 1€ Rpig

a: B; a: B;

(max > chmax ) i+
icleft border of R i€top border of R

max g B; + max E Bi) 4

R
i€right border of R i€bottom border of R

Finally, we get a refined bounding box, specifying active region
on a magn-image more precisely. The result of the procedure with
a =4, = 0.05 is presented in figure figure 2 a,

4.2.3 Neutral line

The neutral line concept is supposed to give several informative
features. We define it as follows: neutral line is a line separating
the regions of strong magnetic fields obtained from segmentation
with different polarities.

Neutral line extraction is applied to a refined active region. We use
both direct implementation of the definition and the robust algo-
rithm that cuts off small regions and small fragments of the line.
The resulting simple neutral line is presented in white in figure 2 b,
the robust line is given in black in the same figure.
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Figure 2: (a) — the localized active region, (b) — standard (white)
and robust (black) versions of the neutral line.

4.2.4 Extracted features

Magn-features are calculated using head magnetogram image, their
speed of change — using the both images. An active region is un-
ambiguously defined by the solar flare, corresponding to a prece-
dent. An AR is specified by it’s bounding box.

Extracted magn-features:

1. sum of magnetogram values in the area corresponding to a posi-
tive/negative segment inside bounding box (positive/negative flux),
2. maximum absolute value of the magnetic flux in the bounding
box (maximum absolute flux),

3. area of the dilated line with the dilation coefficient equal to 5 for
simple and robust algorithms (simple/robust line area),

4. sum of the positive/negative magnetic flux inside the area of the
dilated line with the dilation coefficient equal to 5 for simple and
robust algorithms (simple/robust line positive/negative flux),

5. speed of change for all of the features above.

5. TESTING SYSTEM AND RESULTS

For testing purposes we use libSVM implementation of Support
Vector Machine two-class classifier. After several numerical ex-
periments with different kernel and structural parameters we have
found that the best result of SVM with RBF-kernel is worse than
with linear one. So, further only linear SVM with the only struc-
tural parameter C' is used. We implemented an exhaustive search
of the optimal parameter value over the set Cser = {2.25° |3 €
{—4,-3,...,4}}.

Several precedents can have correspondence to one flare. So, we
can define max-based decision rule: we obtain class labels for all
test precedents in usual way, then we perform postprocessing or-
ganized as follows. For every precedent we calculate maximum
among class labels of the precedents, which correspond to the same
flare as our precedent. Thus, we decrease probability of missing
positive precedents.

Every calculated dataset (Xas,, 7;, Y, ;) is divided into three
non-intersecting approximately equal parts: train (to learn our
classifier), test (to find the most optimal configurations of the struc-
tural parameters), and T'EST (to get testing results). The union of
train and test is denoted as TRAIN.

Although negative precedents are much more numerous than posi-
tive (strong flare is a rare event), we should learn and optimize our
classifier on balanced datasets train and test.

Except this, to get rid of the similarity between the precedents in
one series of flares, we decided to put the precedents, corresponding
to flares belonging to the same flare series, either all in train or all
in test.

Although a reasonable amount of features is calculated, we don’t

Russia, Moscow, September 26-30, 2011

S9: Image segmentation and recognition

exactly know, which of them are really informative for one or the
other precedent model configuration. Therefore, we implemented
full search over all subsets {F' | F' C 2Fset B # (}. Fse includes
the following features: umbra square of the sunspot group and it’s
speed of change, negative flux and it’s speed of change, maximum
absolute flux and it’s speed of change, robust line negative flux and
it’s speed of change, speed of change of the simple line negative
flux.

To obtain the final results table 1 we run our testing procedure for
every configuration (My, Tt) € {Mset X Tset }; partitioning into
TRAIN and TEST was fixed; the results were averaged over 5
different partitions of TRAIN into train and test.

M7y Ty 1.00 1.50 2.00

C5.0 36.026.9 | 36.629.3 | 37.0 30.1
M1.0 31.722.3 | 36.222.2 | 36.522.2
M5.0 26.712.3 | 29.313.7 | 25.713.7
X1.0 19994 | 17.310.2 | 19.011.6

Table 1: Average error rates (%) on T'EST dataset: for balanced
(first number) and unbalanced (second number) it’s versions.

Since real data are unbalanced (strong flares are much less than
weak ones), second number (bold) in every cell can be considered
as unbiased error rate of our method; a cell is chosen according
our forecast needs. Finally, we have 63% to 82% on balanced data
(maximum worst-case), 73% to 90% on real data.

In the nearest future we intend to incorporate in our method some
additional physically-driven features, include SHO/HMI images
support, and build fully-automated web-compliant prediction sys-
tem.
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Abstract

Region Growing is an image segmentation approach particularly
used in Artificial Intelligence in which neighboring pixels are
examined and added to a region class if no edges are detected.
This process is iterated for each boundary pixel in the region. If
adjacent regions are found, a region-merging algorithm is used, in
which weak edges are dissolved and strong edges are left intact.
Region Growing offers several advantages over conventional
segmentation techniques. The algorithm is also very stable with
respect to noise. Regions will never contain too much of the
background, as long as the parameters are defined correctly. Other
techniques that produce connected edges, like boundary tracking,
are very unstable. We can take advantage of several image
properties, such as low gradient or gray level intensity value, at
once. There are, however, several disadvantages to region
growing. It is very expensive computationally. It takes both
serious computing power (processing power and memory usage)
and a decent amount of time to implement the algorithms
efficiently. In this paper, we presented a list of segmentation
techniques and we proposed a new segmentation algorithm. The
results of an objective evaluation of these segmentation
techniques are shown in a comparative study. Moreover, we
proposed a hybrid variant that combines two techniques. For each
of these two techniques, we will examine three characteristics:
Correctness, Stability with respect to parameter choice, and
Stability with respect to image choice.

Keywords: Image Segmentation, Hybrid Approach, Region
Growing, Region Merging, Mean Graph.

1. INTRODUCTION

In computer vision, segmentation refers to the process of
partitioning a digital image into multiple regions. The goal of
segmentation is to simplify and/or change the representation of an
image into something that is more meaningful and easier to
analyze. Image segmentation is typically used to locate objects
and boundaries (lines, curves, etc.) in images. The result of image
segmentation is a set of regions that collectively cover the entire
image, or a set of contours extracted from the image. Each of the
pixels in a region is similar with respect to some characteristic or
computed property, such as color, intensity, or texture.

Segmented images are now used routinely in a multitude of
different applications, such as, diagnosis, treatment planning, in
the robotics, localization of pathology, geology, study of
anatomical structure, meteorology, computer-integrated surgery,
among others. However, image segmentation remains a difficult
task due to both the variability of object shapes and the variation
in image quality. In spite of the most complex algorithms
developed nowadays, segmentation continues being very
dependent on the application. With the aim of obtaining
segmentation methods more exact and more effective, several
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techniques have been proposed in the literature. Unfortunately,
segmentation is a complex problem with no exact solution. Noise
and other image artifacts can cause incorrect regions or boundary
discontinuities in segmented objects.

The main challenge in object detection is the amount of variation
in visual appearance. For example, cars vary in shape, size,
coloring, and in small details such as the headlights, grill, and
tires. Visual appearance also depends on the surrounding
environment. Light sources will vary in their location with respect
to the object, their intensity, and their color. Nearby objects may
cast shadows on the object or reflect additional light on the object.
The appearance of the object also depends on its pose; that is, its
position and orientation with respect to the camera. For example,
a human face will look much different when viewed from the side
than viewed frontally. An object detector much accommodates all
these variations and still distinguishes the object from any other
patterns that may occur in the visual world.

The rest of the paper is structured as follows. In section 2 the
proposed algorithm is shown. The evaluation and comparison are
shown in section 3. Finally, conclusions are sketched in Section 4.

2. PROPOSED ALGORITHM: MEAN GRAPH

Unsupervised image segmentation algorithms have matured to the
point that they provide segmentations which agree to a large
extent with human intuition. The time has arrived for these
segmentations to play a larger role in object recognition. It is clear
that unsupervised segmentation can be used to help cue and refine
various recognition algorithms. However, one of the stumbling
blocks that remain is that it is unknown exactly how well these
segmentation algorithms perform from an objective standpoint.

Most presentations of segmentation algorithms contain superficial
evaluations which merely display images of the segmentation
results and appeal to the reader’s intuition for evaluation. There is
a consistent lack of numerical results, thus it is difficult to know
which segmentation algorithms present useful results and in
which situations they do so. Appealing to human intuition is
convenient, however if the algorithm is going to be used in an
automated system then objective results on large datasets are to be
desired.

We present the results of an objective evaluation of two popular
segmentation techniques: the mean shift [1] and the graph-based
segmentation algorithms [2]. As well, we look at a hybrid variant
that combines these algorithms. For each of these algorithms, we
examine three characteristics:

1. Correctness: the ability to produce segmentations which
agree with human intuition. That is segmentations
which correctly identify structures in the image at
neither too fine nor too coarse level of detail.
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2. Stability with respect to parameter choice: the ability to
produce segmentations of consistent correctness for a
range of parameter choices.

3. Stability with respect to image choice: the ability to
produce segmentations of consistent correctness using
the same parameter choice on a wide range of different
images.

If a segmentation scheme satisfies these three characteristics, then
it will give useful and predictable results which can be reliably
incorporated into a larger system.

2.1 Segmentation Algorithms

We have chosen to look at mean-graph segmentation as it is
generally effective. The efficient graph-based segmentation
algorithm was chosen as an interesting comparison to the mean
shift in that its general approach is similar; however it excludes
the mean shift filtering step itself, thus partially addressing the
question of whether the filtering step is useful. The combination
of the two algorithms is shown as an attempt to improve the
performance and stability of either one alone. Then we describe
each algorithm and further discuss how they differ from one
another.

2.1.1 Mean Shift Segmentation

The mean shift segmentation technique is one of many techniques
under the heading of ““feature space analysis". The mean shift
technique is comprised of two basic steps: a mean shift filtering of
the original image data (in feature space), and a subsequent
clustering of the filtered data points. Below we will briefly
describe each of these steps and then discuss some of the
strengths and weaknesses of this method.

- Filtering: The filtering step of the mean shift segmentation
algorithm consists of analyzing the probability density function
underlying the image data in feature space. Consider the feature
space consisting of the original image data represented as the (X,
y) location of each pixel, plus its color in L*u*v* space (L*, u*,
v*). The modes of the probability density function (pdf)
underlying the data in this space will correspond to the locations
with highest data density. In terms of segmentation, it is intuitive
that the data points close to these high density points (modes)
should be clustered together. Note that these modes are also far
less sensitive to outliers than the means of, say, a mixture of
Gaussians would be.

The mean shift filtering step consists of finding the modes of the
underlying pdf and associating with them any points in their basin
of attraction. Unlike earlier techniques, the mean shift is a non-
parametric technique and hence, we will need to estimate the
gradient of the pdf, f(x), in an iterative manner using kernel
density estimation to find the modes. For a data point x in feature
space, the density gradient is estimated as being proportional to
the mean shift vector:

~ g (55

T2 X—X;
> g (I1F5)
where x; are the data points, x is a point in the feature space, n is

the number of data points (pixels in the image), and g is the
profile of the symmetric kernel G. We use the simple case where
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G is the uniform kernel with radius vector h. Thus, the above
equation simplifies to:

Vf(x) # Yoox| -x 2)
|'5X.hg.h,—‘ X ES
i h g hp

where S,,hg,h, represents the sphere in feature space centered at x
and having spatial radius hs and color (range) radius h,, and the x;
represent the data points within that sphere. For every data point
(pixel in the original image) x we can iteratively compute the
gradient estimate in Egn. 2 and move X in that direction, until the
gradient is below a threshold. Thus we have found the points

whereVf(x') = 0 the modes of the density estimate. We can then
replace the point x with x0, the mode with which it is associated.
Finding the mode associated with each data point helps to smooth
the image while preserving discontinuities. Intuitively, if two
points xi and xj are far from each other in feature space, then xi =
Sxhshr and hence xj doesn’t contribute to the mean shift vector
gradient estimate and the trajectory of xi will move it away from
Xj . Hence, pixels on either side of a strong discontinuity will not
attract each other. However, filtering alone does not provide
segmentation as the modes found are noisy. This “noise” stems
from two sources. First, the mode estimation is an iterative
process; hence it only converges to within the threshold provided
(and with some numerical error). Second, consider an area in
feature space larger than ij,hs‘h, and where the color features are
uniform or have a gradient of 1. Since the pixel coordinates are
uniform by design, the mean shift vector will be 0 in this region,
and the data points will not move and hence not converge to a
single mode. Intuitively, however, we would like all of these data
points to belong to the same cluster in the final segmentation. For
these reasons, mean shift filtering is only a preprocessing step,
and a second step is required in the segmentation process:
clustering of the filtered data points {x’}.

- Clustering: After mean shift filtering, each data point in the
feature space has been replaced by its corresponding mode. As
described above, some points may have collapsed to the same
mode, but many have not despite the fact that they may be less
than one kernel radius apart. Clustering is described as a simple
post-processing step in which any modes that are less than one
kernel radius apart are grouped together and their basins of
attraction are merged. This suggests using single linkage
clustering, which effectively converts the filtered points into
segmentation [3].

- Discussion: Mean shift filtering using either single linkage
clustering or edge-directed clustering produces segmentations that
correspond well to human perception. This algorithm is quite
sensitive to its parameters. The mean shift filtering stage has two
parameters corresponding to the bandwidths (radii of the kernel)
for the spatial (hs) and color (hr) features. Slight variations in hr
can cause large changes in the granularity of the segmentation, as
shown in Figure 1. By adjusting the color bandwidth we can
produce over-segmentations as in Figure 1-b which shows every
minute detail, to reasonably intuitive segmentations as in Figure
1-f which delineate objects or large patches, to under-
segmentations as in Figure 1-g which obscure the important
elements completely. This issue is a major stumbling block with
respect to wusing mean shift segmentati