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ABSTRACT

One of the objectives in image synthesis is to create 2D-
images. However, the properties of images are not usually
used in the modelling process. This paper describes a work
that takes into account the characteristics of images from
the beginning of the design process. 3D-scenes are auto-
matically created so that their visualisation respects the
properties of images desired by the designer. We have im-
plemented the management of guiding lines that draw the
observerÕs gaze. The developed modeller automatically pro-
duces layouts of guiding lines from a description of the
compositionÕs nature. Since the designer selects one of the
layouts, the modeller creates a set of 3D-scenes that lead to
images respecting the given description.

Keywords: guiding line, spatial control, declarative
modelling, gaze shifting.

1 INTRODUCTION

In image synthesis, the creating process is composed of
two steps: modelling and rendering. There has been much
research about the latter, so we can currently produce very
realistic images from a scene. The first step has less been
studied and is often a long and tedious process. More and
more, modellers take into account constraints related to the
use of the objects from the beginning of the model cre-
ation. These constraints are about objects but they are
rarely about obtained images. Well, images are as impor-
tant as scenes. For many applications of image synthesis,
the image is fundamental because it is the communication-
sÕ medium. There exist many reading rules of images. The
integration of them during the modelling phase allows the
production of images that respect these rules, so images are
more readable, more efficacious.

The gaze does not mechanically explore an image surface.
From information obtained during a first exploration, the
gaze reacts according to the nature of the represented ob-
jects, the lines that structure the image, and the present
shapes. The way that an image is decoded has an impact on
the way that image is emotionally perceived. According to
photographers, a ÒgoodÓ image is one that drives the ob-
serverÕs gaze as a result of its composition2 1. 

The work we present is about taking imagesÕ characteris-
tics into account in the design process. The designer de-
fines some properties of the images he requires. Then, the
modeller computes automatically 3D-scenes so that their
visualisation respects the imagesÕ properties given by the
designer. Currently, the modeller handles properties that

have an effect on the composition of the 3D-scenes. More
precisely, it handles guiding lines which are lines control-
ling the gaze shifting.

This paper is composed of four parts: the related work, the
basic idea of our work, the generation of straight guiding
lines and the generation of curved guiding lines.

2 RELATED WORK

2.1 Scientific Approach

The science of cognitive psychology attempts to provide
explanations about the functions of the human brain. It in-
cludes the study of perception problems and eye move-
ment. The reading of an image is not a continuous process.
An image is read with a series of jerks going from one
fixed area to another by short, rapid eye movements4. This
working mode is not a conscious process. When the eyes
explores a static image, the next movement depends on
many variables like physical contrast (light, colour, geom-
etry, etc) or like information (information already acquired,
information looked in the scene for, etc). There exist many
ways to explore an image. But, the eye movement process
presents general features. Yarbus5 studied eye explorations
with a mechanism that records eye movements during three
minutes. The figure 1 presents a result of the experiments
carried out. At the top and left corner, we can observe the
reference image seen by different people. The other pictures
stress the movements of their eyes. The recordings are dif-
ferent, but contain similarities. The curves followed by the
eyes are nearly the same. The main one is going through
the peopleÕs heads in the image. The peopleÕs bodies define
others.

Figure 1: Eye movements of five people

The sequence of areas of focus corresponds to the attention
centres that guide the observer to discover the environment.
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The eye exploration is at the beginning of the perception
process. It determines the content and the structure of infor-
mation to be acquired. In other words, it determines the cre-
ation of the perceptive image.

2.2 Pragmatic Approach

Painters1 4 were probably the first people interested in the
shifting of the gaze in order to bring the eye on to a target.
Famous painters have known for a long time how to con-
trol the reading through paintings. To that end, they use
precise rules knowingly or instinctively. The purpose of
these rules is to facilitate the reading of images. Today,
people from other professions, have the same preoccupa-
tions: persons who work in any artistic fields based on im-
ages (painting, photography, advertising, cinema, and car-
toon). The study of these domains allows uncovering gen-
eral rules that define links between an image and its read-
ing. General rules are applicable to all fields based on im-
ages because they are connected to the human vision and to
the eyes that explore and decipher the image surface.

Artists are rarely interested in eye physiology and vision
phenomena2. But, they have empirically discovered the nat-
ural tendencies of the eyes. For example, the gaze likes to
move along horizontal lines. One reason for that is the po-
sition of the human eyes. On the contrary, the gaze dis-
likes moving along vertical lines because it needs more ef-
forts to do that. The decoding of an image depends of our
reading habits. In Western culture, reading is done by scan-
ning from the left of the image surface to the right and
from the top to the bottom. In Eastern culture, reading
habits are different. Consequently, the decoding of an
image can be different depending on the observerÕs origin.
Thus, to better understand a Japanese print, we have to read
it using Japanese reading habits.

The decoding method has a great impact on the way an
image is emotionally perceived2. An image that is very
well composed induces the observer to analyse it succes-
sively, respecting an order1 defined by the artist. So, artists
have to control the movements of the observerÕs eyes and
the path that the observerÕs gaze will follow. To achieve
that result, they take into account the natural tendencies of
the eye. They have also to use tricks to increase these ten-
dencies or, on the contrary, to oppose them. One of these
techniques is the use of guiding lines. The figure 2 shows
two examples of guiding lines in two different artistic
fields. Guiding lines define the secret skeleton of images.
They are defined before carrying out the work. Often, they
go unnoticed. The observer does not see them. Guiding
lines drive the observerÕs gaze and they force it to follow a
path defined by the artist. Guiding lines can be interrupted,
can be cut and might not be rectilinear. Often, they are
composed of groups of disparate elements which are along
a virtual line (see the horizontal guiding line in the image
of the figure 1). This virtual line has a sufficient continu-
ity so that the eyes follow the defined path. Usually, an
image does not contain more than two or three main guid-
ing lines. 

Figure 2: Guiding lines in painting16 and strip cartoon17 (ex-
tract from 2)

2.3 Computer Science

If physic laws are used everyday in image synthesis, the
artistic knowledge is rarely used. However, we can note
some works like one about virtual cinematographer3 in vir-
tual reality, and another one about the rendering of frames
which can influence people1 5. In these works, the artistic
knowledge is used for the display of scenes but not for
their modelling. It is very difficult with classical modellers
to integrate this knowledge because they are composed of
low-level tools. The modelling process is often manual,
very long and fastidious. Classical modellers can not take
into consideration high level constraints that the user
would like to have in the scene. Currently, in the CAD do-
main, we can find new modellers1 1 which allow the defini-
tion of constraints during the modelling step. For example,
we can note the RacerX project1 3, and constraint-based
modelling systems1 2, etc.

In a larger domain than CAD, declarative modelling6, 7, 1 0 al-
lows to create scenes giving only a set of properties and
constraints which the scenes must respect (Fig. 3). The de-
signer can have a Òmental imageÓ of an object that, for
him, could be a solution. However, this image does not
take part in the design process, and a declarative modeller
has no use for it. From the description given by the de-
signer, the modeller automatically builds a set of scenes
that are in accordance with his request. It is obvious that it
is not useful to apply validity tests to these scenes. How-
ever, as the modeller builds the scenes, the designer does
not have a precise idea of their aspect. So, it is very impor-
tant to give some efficient tools that allow him to under-
stand the solutions and explore the solution set. After see-
ing the solutions, he may want to change the description
given at the beginning. This is the design process stressed
in figure 3. 

In figure 3, the userÕs work corresponds to the light areas
whereas the computerÕs work is in the grey ones. The loca-
tion of the boxes shows who, the man or the computer,
does the action. When the box is in the both areas, it
shows how much work each of them has to do. This figure
points out the amount and the kind of work done by a
man. Declarative modellers are in charge of a more impor-
tant part of the work than conventional modellers. This
process allows a designer to restrict his work to higher-
level tasks. So, the designer can concentrate on the creation
process, instead of calculating the scene.
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Figure 3: A declarative modeller

3 THE BASIC IDEA

Knowing the strong link between the image deciphering
and the perception, we think it is important to integrate
general rules of the image-based artistic domains in image
synthesis. The main idea of this paper is to build guiding
lines in order to induce the observer to decipher images the
way the designer intended it. To this end, we can proceed
two ways:

- PhotographerÕs method: in this case, we suppose that
the scene is already modelled. As a photographer does
when taking a picture, we look for an angle which re-
veals guiding lines. We have to compute an image with
guiding lines from a scene that we can not completely
change. Sometimes, it is only possible to slightly
modify the scene but nothing more. Therefore, the
scene limits us. Strothotte1 5, He3 and Jardillier9 fol-
lowed this approach which leads to the creation of dis-
playing tools.

- PainterÕs method: Painters can have an effect on the
composition of the scene. They have extensive liberty
when they paint an imaginary space. On the contrary,
when they reproduce a real scene they are restricted espe-
cially if they want to demonstrate a great degree of pre-
cision. Then, they experience the same problems as
photographers. Therefore, the painterÕs method is ex-
cluded. The context of this approach is the design of
new scenes. During the scene-modelling step, we take
into account the designerÕs constraints and the general
rules relating to guiding lines. This approach leads to
the creation of modelling tools.

We have chosen the second method because it offers greater
control in obtaining very well-composed images. To im-
plement it, we need to use modelling that can take con-
straints into account from the beginning of the modelling.
This explains why we are working with a declarative mod-
elling approach. The designer gives a description of the ob-

jects of the 3D-scene, constraints on the objects, and a de-
scription of the kind of guiding lines he wants to see in the
2D-image. The problem we must solve is to build auto-
matically 3D-scenes whose visualisation agrees with the
given description. In other words, the images are composed
with the intended guiding lines. Contrary to the usual ap-
proach, we begin to focus on the observerÕs position. Each
scene is built according to the fixed position and the de-
scription of guiding lines. This process is a type of spatial
control.

4 GUIDING LINES

To achieve the first release of the modeller, we have con-
sidered some restrictions. First, we have chosen to generate
landscape scenes, including a limited set of objects: differ-
ent trees from shrubs to poplars, houses, barriers, ways,
and hills (see the scene examples in figures 8, 9, 10, 11).
These objects are simply modelled. Additionally, we as-
sume that the ground is an infinite plane. All objects are
lying on it. Object alignments create the guiding lines.
Most of the time, this will produce interrupted guiding
lines. Currently, we only place one kind of objects along a
guiding line. They have slightly the same height. This is a
limitation but provides some coherence in the objectsÕ
alignment. Besides, this kind of alignment frequently ap-
pears in landscapes: rows of trees, barriers, houses,...

Our modeller works according to a Òdraft path designÓ6

method allowing us to build scenes step by step. At each
step, the amount of details increases, and scenes are built at
a higher level. To create scenes, the designer begins by set-
ting the properties of the desired guiding lines and objects.
We assume that the designer knows roughly what kind of
composition - in terms of guiding lines - he wishes to ob-
tain. From these specifications, the modeller produces lay-
outs of 2D-guiding lines that correspond to the description.
Then, the designer chooses one of them that will constitute
the draft of the future scenes. From the selected layout, the
modeller automatically creates a set of 3D-scenes that are
in accordance with the description. In other words, the sce-
nes are composed of selected objects. Moreover, the visual-
isation of the scenes produces images whose guiding lines
agree with the given properties.

Below, we describe the different stages of modelling: the
description of images, the generation of 2D-guiding lines,
and the placing of the 3D-objects according to the guiding
lines.

4.1 Description of the Image

From the observation of photographs and paintings, some
characteristic compositions emerge. We can sort images ac-
cording to sets of underlying layout. Therefore, the descrip-
tion phase is such that the designer can describe the kind of
composition he expects.
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The first property we have chosen to use is the orientation
of the lines. The orientation is one of the most expressive
features of the guiding lines. We first defined the Òhorizon-
talityÓ measure, which we think to be more relevant to the
designer than the orientation. In this manner, using a
specific graphic interface, he has just to determine if the
guiding lines have to be more or less horizontal, vertical,
or oblique. Another property is the convergence of the
lines towards a given point in the image. Thus, we defined
a convergence measure. This gave us to create composi-
tions in which the guiding lines globally converge towards
a chosen point. Afterwards, if the designer decides to place
a main element in the composition, it is placed by default
at this convergence point. However, to obtain a particular
effect, he can deliberately place the main element anywhere
else in the image using a pointer device. In that case, guid-
ing lines do not converge any more towards the main ele-
ment.

Convergent lines are useful when the eyes are not naturally
attracted by the main element. The ÒRule of ThirdsÓ1, 2

gives four main points of attraction in an image (figure 4).
An object is naturally emphasised when it is placed in one
of these four points. Convergent guiding lines allow us to
place the main element anywhere else in the image. In fact,
they draw the observerÕs gaze to it. Therefore, the main ele-
ment remains emphasised, even if the image contains other
attractive elements.

Figure 4: The four main points of attraction  in images.

These two properties allow us to describe the behaviour of
the gaze compared to the main element: it may be strongly
attracted to, or not attracted to this object. They also allow
us to describe the global behaviour of the gaze. Using the
horizontality property, we can encourage horizontal read-
ing, or force vertical or anarchic reading. Using the specific
graphic interface, the designer describes the properties of
the guiding lines. Moreover, he can define other parameters
before the generation of the scenes. The objects that can or
can not appear in the scenes may be selected. The position
of the horizon can be chosen in the image. Often, the
horizon represents an important additional guiding line.
The user can place this additional line wherever he wants,
or push it outside the frame. Moving the horizon is also a
way of changing the cameraÕs orientation. This method of-
fers views from below or from above. The designer can
specify the observerÕs height, that is, the cameraÕs altitude.
We can obtain low altitude views (a shot close to the
ground) to high altitude views (a plane shot). Note that the
camera parameters are set before the scene generation.
Camera settings affect the position  of objects in the scene,
while guiding lines do not change position in the image.

4.2 Generation of the 2D-Guiding
Lines

After the description phase, the modeller has to compute
layouts of guiding lines that correspond to the description
given by the designer. To do that, we have to explore the
universe of all possible 2D-lines. As the position of guid-
ing lines does not need to be very precise, the universe can
be limited. We use a grid, more or less fine, the line ex-
tremities can be placed on. So, we explore the set of lines
whose the extremities are on the grid points. Because an
image only contains few guiding lines, the set of all possi-
ble layouts is finite and not very large. Therefore, we can
compute all the solutions by building an enumeration
tree1 9. Each node of the enumeration tree represents a possi-
ble set of lines. A child is created from a node by adding a
new line. The depth of the tree is limited by fixing the
maximum number of lines in a solution. A branch is cut
when the last added line does not correspond to the descrip-
tion. That is to say, the horizontality measure or the con-
vergence measure of the last added line is not in the accep-
tance intervals that represent the validity domain of the
properties. Moreover, we invalidate the current branch if
the last added line intersects another one: in fact, two guid-
ing lines do not usually intersect in images (figure 5.a).
One of the two lines, or both, is cut (figures 5.b, 5.c). So,
we consider that these configurations are composed of three
or four lines.

a b c

Figure 5: Intersection of two guiding lines

4.3. Placing the 3D-objects

We described how scene drafts are generated in accordance
with the description of the guiding lines. At this stage of
the modelling, the designer can choose any solution, and
can start the generation of corresponding 3D-scenes. One of
the main aspects of the scene generation is the transition
from the 2D-plane to the 3D-scene. We must place objects
inside the scene so that they appear along the image guid-
ing lines. There are many ways to place these objects: each
segment of the image generates a piece of plane in the
scene, delimited by two straight lines. For instance, we
could place the objects along any 3D-curves belonging to
the plane and joining both straight lines. 3D-curves do not
even need to be continuous. They could be declaratively de-
scribed and generated2 0.

We have previously supposed that the guiding lines are cre-
ated by the alignment of similar objects. More precisely, a
guiding line is formed by the succession of reference points
of the objects. For example, the tops of trees are aligned.
In this case, the top of trees is the reference point. We can
also choose another one like the bottom. Because the ob-
jects along a guiding line have nearly the same height and
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they lay on the ground, the succession of the reference
points is a line parallel to the ground. To prevent any con-
fusion with image horizontal lines, we will call it a Ò3D-
horizontalÓ line. The placement of objects along such line
can not give a guiding line that intersects the horizon. So,
when a guiding line of the layout intersects the horizon,
we consider that we have 2 guiding lines: one above the
horizon and one below it.

The purpose is to create 3D-scenes from the layout selected
by the designer. Instead of generating a subset of all possi-
ble Ò3D-horizontalÓ lines, we explore the object library,
and, for each possible object type (tree, house,...), compute
the corresponding line coordinates. In fact, there is a unique
Ò3D-horizontalÓ line with a given height. Additionally,
each object of the library has a predefined height. By know-
ing the height of the objects we have to place, it is possi-
ble to compute the lineÕs height in the scene. Obviously,
the relation between the objectsÕ height and the lineÕs
height depends on the way the objects are vertically placed.
It depends exactly on the chosen reference point.  For dis-
tant lines, if we fit the objects so that the guiding lines
cross their centre (the reference point is the centre of ob-
jects), the visual result is satisfactory. However, nearby
object alignments do not agree with the line as well, and
object edges produce additional lines (figure 6). 

Figure 6 : Influence of the objects distance on the guiding
line effectiveness.

When the lines are above horizon, this problem becomes
more important. Objects are taller, closer, and are generally
cut (figure 7a). A good way to resolve this problem is to
fit the objects so that the guiding lines pass through their
top (the reference point is the top of objects - figure 7b).
The objects are no longer cut, and they are more distant and
more numerous. However, their base suggests another im-
portant guiding line.

a b

Figure 7: Two fitting methods for the same guiding line.

To obtain scenes that seem more natural, we chose the
middle of objects as the reference point for the lines below
horizon and the top for the lines above it. As stated above,
for a given guiding line, there are as many possibilities as

objects in the library. For each possibility, the line height
in the scene is computed and corresponds to the object
height if the 2D-guiding line is above horizon, or half the
object height in the other case. We have added two more
implied conditions to provide some consistency in the sce-
nes. For each kind of object, there is a minimum distance
from the camera to prevent close elements from obscuring
the scene. Moreover, there must be a minimum number of
objects to form a guiding line. In particular, extremely
short distances are not accepted. If these conditions are met
the objects are placed in turn along the scene line in order
to form an alignment. The way the objects are placed de-
pends on their type: each object type has its own spacing
and angle value. The angle value is the object angle along
vertical axis, which refers to the scene line. It shows for
instance if the objects must be placed along the line or per-
pendicular to it. To avoid alignments that are excessively
regular and unnatural, we have added a controlled noise dur-
ing the objects placing. Most of the objectÕs parameters are
defined in intervals. Spacing and angle values can vary
slightly along the line, inside predefined intervals. To pre-
vent objects from leaving guiding lines, the angle varia-
tions along the line and the distance from the line are also
kept in intervals. Moreover, the speed of angle variations
is also controlled, in order to smooth the series of objects.
Finally, we have added a little noise in objects dimensions,
with a possible control on height variations. The height
used to compute line coordinates is the medium height, i.e.
the middle of the height interval. Each kind of object has
its own intervals. The size of the intervals has an effect on
the object behaviour during the placement. For instance,
high control on the speed of angle variations produces nice
winding paths. The height of the trees is defined in a rela-
tively large interval, while the height variation is defined
in a smaller one. Therefore, trees tops follow a curve like
the natural tree alignments.

4.4 Results

Once the description is given, the generation of the layouts
of guiding lines is a fast process. In fact, the grid we use is
composed of 16x11 points. So, the exploration of the enu-
meration tree is only a few seconds long. The designer does
not need to wait a long time before choosing a draft used to
build images and scenes. Figures 8 and 9 show  layouts of
guiding lines and one of the generated 3D-scenes for two
different descriptions. On the first one, the designer request-
ed a rather horizontal composition. On the second one, he
placed the main element near of the right edge of the
image. This position is rather distant to one of the four
main points of attraction. In order to help the observer to
see the main element naturally, the designer wanted guid-
ing lines that converge towards it.

Once the designer selected a layout of guiding lines, the
modeller can build 3D-scenes in accordance with the de-
scription made and with the chosen draft. Currently, the
generated scenes are only composed of elements that are
along the guiding lines. As a result, the scenes do not
seem very natural. However, the designer can request the
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adding of chosen objects that increase the realism. These
objects are randomly placed in the scenes. We do not con-
trol the adding of these objects in relation to the original
design yet. Consequently, the image may no longer verify
the original description. The figure 9 stresses the problems
relating to the random object adding. The added tree in the
foreground cuts one of the guiding lines of the layout.
However, the observer can still see this line as if it was
not cut. If a guiding line is widely covered up with addi-
tional objects, it can not be perceived, and the image is no
longer in accordance with the draft. Furthermore, adding
objects can change the main element of the image. The
added tree is big enough, and is in the foreground , making
it possible for it to become the main element. This is not
the case in figure 9 thanks to the convergent guiding lines.
If this tree was added in an image without any convergent
lines, the main element would be the tree. Adding objects
randomly does not completely interfere with the descrip-
tion; nevertheless, we plan to address this problem in the
future works we will do. Meanwhile, the designer may ask
to add other objects if he does not like the previous ones.
Moreover, the designer can change some parameters (like
the horizon position), or he can freeze some parts of the
scene before launching another scene generation. This gen-
erates a new scene, similar to the previous one.

Figure 8: A rather horizontal layout and a corresponding
3D-scene

Figure 9: A convergent layout and a corresponding 3D-
scene

Our modeller builds 3D-scenes so that their visualisation is
in accordance with the described guiding lines. However, it
is obvious that if we apply any rotations on the scene it
would alter the guiding lines. In fact, it amounts to the
same thing as moving the observer. Instead, all the ele-
ments of the scene have been placed in order to constitute
guiding lines from a precise position.

5 CONTROL OF THE GAZE SHIFT-
ING

In the previous part, the layouts of guiding lines are gener-
ated using segments. Thus, controlling the gaze behaviour
is limited. In fact, we are able to produce images with
guiding lines that are more or less horizontal, or those that
are primarily convergent towards the main element. Yet,
with such guiding lines, we can only control the global be-
haviour of the gaze; we can not manage the path that the
gaze follows. In this part, we extend our method to take
into account the path that the gaze has to follow during the
image reading. Sometimes, the designer does not want the
viewerÕs gaze to proceed directly to the main subject. In
other words, he may want to delay the observerÕs discovery
of the main element of the scene. Or, he may want to
highlight the shape of one element before fixing the gaze
on a target point. In this case, the shape defines the path
that the gaze has to follow. The target point is generally
the main element of the composition. Besides, reading
paths start, more often than not, from a border of the
image, because of the natural tendency of the eyes. Conse-
quently, we have chosen to generate reading paths that start
from a border, and finish at the main element.

There are a variety of ways to control gaze shifting with
guiding lines. For example, we can use a series of straight
guiding lines, one unique curved guiding line, or a set of
curved guiding lines. For the first release of our modeller,
we arbitrarily chose to use one unique curved guiding line.
However, this line is split up every time it crosses the
horizon line. Thus, we can describe paths that go through
the horizon line.

5.1 Description of the Image

The image description must take the main features of gaze
shifting into account. Two important aspects are the initial
point and the target point. The way the image is read de-
pends on the position of these points in the image. More-
over, there are many ways to join the initial point and the
target point. The gaze can go directly from one point to the
other, it can slightly curve round, or it can pass through
another point of the image. In some compositions, the
gaze can even be forced to turn around the target point,
which produces some dynamism.

Using a pointer device, the designer manually places the
target point in the image. By default, it represents the posi-
tion of the main element. The way the gaze travels towards
the main element is described with a syntax close to the
natural language. The designer describes where the gaze
starts in the image (this determines the initial point), and
how it travels to the main element (this determines the
curveÕs shape). He can also specify an intermediate point.
Our modeller can parse a description like ÒThe gaze starts
from the left, goes to the top, then travels directly to the
main elementÓ. We defined 9 different locations in the
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image for the initial point and the intermediate point:
ÒleftÓ, ÒtopÓ, ÒrightÓ, ÒbottomÓ, Òbottom leftÓ, Òbottom
rightÓ, Òtop leftÓ, Òtop rightÓ, and ÒundefinedÓ. Besides,
there are 5 different ways to describe the gaze behaviour:
ÒundefinedÓ, Òthe gaze arrives to the main elementÓ, Ò... di-
rectly arrives to ...Ó, Ò... turns around ...Ó, and Ò... makes n
turns around ...Ó. n can be an integer or a fraction.

5.2 Generation of the Reading Paths

To achieve the first release of the modeller, we have limit-
ed the trajectory modelling to a class of curves in polar co-
ordinates (q = f(r)). The origin is the target point. In this
way, it is easy to define curves that turn around a target. In
addition, straight or slightly curved lines can also be easily
built. Straight lines to highly wound spirals can be gener-
ated using linear functions. Quadratic functions (Òf(r2)Ó) and
harmonic functions (Óf(1/r)Ó) allow us to have an additional
degree of freedom. Quadratic functions can produce curves
with a cusp. Harmonic functions produce curves without
any cusps.

The curves are inside a circular envelope, which can easily
go beyond the frame if the starting point and the target
point are distant enough. Therefore, wound curves are not
always in the image totally. So, the designer can act on an
additional parameter, which allows him to modify the
curveÕs flatness applying a geometrical transformation.

Paths are generated from the description the designer has
given. First, we have to convert the description into a set
of parameters. The target point is known because the de-
signer gives it explicitly. The initial point, the intermedi-
ate point, and the parameters of the equationÕs curve are in-
stantiated by analysing the given description. As the num-
ber of possible curves is infinite, we can not generate all of
them. That is why, we use discrete intervals for each curve
parameter. Then, we explore these subsets. In other words,
we build a curve for each possible t-uple of parameters. For
each curve, we evaluate if the parameter values are in the
acceptance domains. Still, we are not sure that we obtain
all kinds of a curve. Some undiscovered curves are close to
some computed curves. As the position of paths does not
need to be totally precise, these undiscovered curves are not
crucial. However, at times we overlook curves that are very
different from others. As this can prove to be a problem,
we plan to explore this matter further. Meanwhile, if the
designer likes none of computed curves, he can interactive-
ly modify one of them. The interface of our modeller al-
lows him to change the value of any curve parameter and
see modifications in real time.

5.3 Placing the 3D-Objects

3D-scenes are built from a path that is composed of one
curved guiding line, or more if it crosses the horizon line.
We convert each curve into a polyline. To place the ob-
jects, we use the same algorithm as seen before, except
that it has been extended to guiding polylineÕs layouts. The
guiding lines are also 3D-horizontal, and, by knowing their

height, the corresponding scene lines can still be comput-
ed. As before, all kinds of 3D-objects from the library are
placed, according to their height, along the polyline. As a
result, different scenes are produced, all of which are in ac-
cordance with the description given by the designer.

5.4 Results

Once the description is given, the generation of reading
paths begins. The modeller quickly generates paths in ac-
cordance with the description. Once he selects a path, the
generation of 3D-scenes can begin. The generated scenes
are only composed of elements that are placed along the
path. These scenes do not seem very natural. As before, the
designer can select one scene, and ask the modeller to auto-
matically add elements. However, since these objects are
randomly placed, we face the same problems as before.
Figures 10 and 11 show two examples generated from a de-
scription of the gaze shifting. On the left of each figure,
you can see a generated path in accordance with the descrip-
tion. On the right, you can see a corresponding 3D-scene
to which the modeller has added random objects. By de-
fault, reading paths are computed so that they keep inside
the frame. In figure 11 the designer has interactively modi-
fied the selected path so that it goes outside the frame.
Even if the path is cut by the frame, the gaze follows it as
if it was not cut. As the path cuts the horizon line, it is
cut in three polylines. Objects of a same type are placed
along each one. Some 3D-scenes are built with three kinds
of objects along the reading path. The result is better. The
scenes seem more natural. So, we plan to develop this idea
in the future. We will place different kind of objects along
each guiding line or along each polyline.

Figure 10: A path generated with the description: ÒThe gaze
starts from the left, goes to the top, then directly arrives to the
main elementÓ and a corresponding 3D-scene 

Figure 11: A path generated with the description: ÒThe gaze
starts from the left, then turns around the main elementÓ and a
corresponding 3D-scene 
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We can also note that the placement method should be con-
nected to a knowledge database in order to produce a natural
scene. Currently, the modeller has produced scenes that are
not consistently realistic. For example, we can not find ev-
eryday a tree alignment similar to this one which corre-
sponds to the third part of the reading path.

6 CONCLUSION

An image is a medium that contains a message defined by
the designer and intended for the observers. We presented a
work about scene modelling taking into account the de-
signerÕs concept of the image. The image characteristics
become the guidelines for designing the scene. These crite-
ria define the way an observer reads and perceives the
image.  Using these criteria to design the scene, we can
control the way that the designer conveys his message to
the observer. In the end, there is less discrepancy between
the designerÕs intended message and the message the ob-
server eventually receives. 

We have limited the first release of our modeller so as to
test our approach as soon as possible. The images and the
3D-scenes created by our modeller stress the interest of our
solution. We have developed a modeller that automatically
builds 3D-scenes taking into account guiding lines from
the beginning of the modelling phase. The aim is to gener-
ate images and corresponding 3D-scenes from a description
and which respect the artistic knowledge databases on im-
ages. The designer can choose those he prefers and then
modify selected images and 3D-scenes interactively.

In the future, we plan to continue our research by studying
the unresolved problems described in this paper. We will
add, in the scene design, constraints on and between 3D-
objects of the scene. We will also extend the imageÕs char-
acteristics taken into account. Then, we will particularly
have to do an experimental study on a large number of peo-
ple to validate the described ideas.
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